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The increased frequency of high atmospheric temperatures (Ta) predicted under current climate change scenarios may adver
impact net ecosystem productivity (NEP) of temperate and boreal conifers. The ability to simulate CO2 and energy exchange
under contrastingTa and vapor pressure deficit (D) is therefore an important attribute in models used to predict climate cha
impacts on coniferNEP. We tested six ecosystem models differing in their approach to the simulation ofTa andD effects on
CO2 and energy exchange against eddy covariance fluxes recorded under changingTa andD over a temperate Douglas fir stand
and a boreal jack pine stand. These stands changed from sinks to sources of CO2 wheneverTa andD rose above 25◦C and
2.5 kPa. The extent to which the models were able to simulate these changes depended on their ability to simulate (
stomatal conductance (gl ) and hence earlier midday declines in CO2 influxes under higherD, and (2) rising autotrophic (Ra) and
heterotrophic (Rh) respiration under risingTa. Most of the models in this study accurately simulated the net gain of C by coni
under lowTa andD, but underestimated the net loss of C by conifers under highTa andD. This underestimation was attributed to
an inadequate sensitivity ofgl to D and ofRa andRh to temperature in some of the models. Differences in CO2 fluxes modelled at
hourly time scales were associated with large differences in annual gross and net primary productivities modelled at ann
scales, indicating the importance of accurately modelling these fluxes. The ability to distinguish among alternative algo
for their accuracy in calculating CO2 and energy fluxes was often limited by uncertainty in the measurement of these fl
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using eddy covariance, especially when low wind speeds and stable boundary layers reduced atmospheric turbulence. Further
progress in model testing will require that this uncertainty be more clearly established and reduced.
© 2005 Published by Elsevier B.V.
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1. Introduction

High atmospheric temperatures (Ta) have been
shown to impact adversely the net ecosystem pro-
ductivity (NEP) of temperate and boreal conifers.
Morgenstern et al. (2004a)found that highTa dur-
ing an El Nĩno event reducedNEP of a temperate
coastal Douglas fir stand by raising ecosystem respira-
tion (Re) more than gross primary productivity (GPP).
Griffis et al. (2003)found that boreal conifers expe-
rienced a pronounced mid-season decline inNEP due
to largerRe and reducedGPP. Grant et al. (2001a)
showed that boreal black spruce changed from a sink
to a source of CO2 as daily maximum/minimum tem-
perature rose above 25/15◦C. These impacts onNEP
occurred becauseGPP did not rise, and may even have
declined, under higherTa, while both autotrophic and
heterotrophic respiration (Ra and Rh) rose exponen-
tially with temperature.

The sensitivity ofGPP to highTa in boreal conifers
may be biochemical or stomatal in origin.Méthy et al.
(1997)found degradation of PSII photochemical effi-

◦

ture.Gao et al. (2002)found that transpiration in pines
was several times more sensitive toD than was that in
broadleaf trees, even thoughgl of pines declined less
with water potential than that of broadleaf trees due
to the structure and composition of their guard cells.
They attributed the sensitivity of transpiration in pines
to lower xylem hydraulic conductance caused by the
tracheid cells from which their xylem is constructed.
Lower xylem conductance was hypothesized to force
larger soil–canopy water potential gradients and hence
lower canopy water potentials (ψc) that reduced gl un-
der high transpiration demand. Pre-dawnψc of conifers
has been found to be lower than that of deciduous
shrubs, due to incomplete overnight recharge of plant
water caused by low xylem conductance (Royce and
Barbour, 2001). Menuccini and Grace (1996)reported
that low xylem conductance may limit primary produc-
tivity in mature pine stands.

The ability to simulate the sensitivity of mass and
energy exchange toTa andD is an important attribute
in land surface models used to predict climate change

y
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ciency inPinus halapensis only at temperatures >35C
which is well above those at whichGPP becomes con-
strained. However stomatal conductance (gl ) of boreal
conifers has been frequently observed to decline under
higher atmospheric vapor pressure deficits (D) (Grelle

impacts on boreal coniferNEP. This ability requires
the accurate modelling of atmospheric effects ongl ,
either from empirical functions of photosyntheticall
active radiation (PAR),Ta, D, soil water potential (ψs)
(Amthor et al., 1994; Chen et al., 1999; Wullschlege
et al., 1999; Ohta et al., 2001; Saugier et al., 1997) that
can occur when temperatures exceed 25◦C. Declines
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et al., 2003), and atmospheric CO2 concentration (Ca)
(Hunt et al., 1999; Kimball et al., 1997), or from a
Ball-Woodrow-Berry function (Ball, 1988) of CO2 fix-
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n gl are apparent in the larger Bowen ratios meas
ver boreal conifers under higher temperatures (Jarvis
t al., 1997). Lower gl caused by higherD may also
onstrain CO2 uptake in conifers. These declines
ikely to have a direct impact onGPP by constraining
O2 diffusion into leaves.Kloeppel et al. (2000)found

hat CO2 fixation by coniferous needles varied ne
ively with D whenD > 1 kPa.Law et al. (2000a)found
hatNEP of ponderosa pine approached zero wheD
ose to 2–4 kPa.

The sensitivity of mass and energy exchangeD
n conifers may be caused by their hydraulic str
ation, Ca and D (Arain et al., 2002; Baldocchi and
Wilson, 2001; King et al., 1997; Nikolov, 1997; Wan
and Jarvis, 1990; Wang et al., 2002a,b). In many land
surface schemes, this latter function is not explici
coupled with soil water status, and so requires
parameterization with changingψs (Reichstein et al.,
2002). Stomatal conductance can also be calculated
rectly from CO2 fixation and ratios of intercellular to at
mospheric CO2 concentrations (Ci:Ca) (Grant, 2001),
the conservation of which is the key assumption
which the Ball-Woodrow-Berry function is based. Th
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sensitivity is best modelled at hourly or sub-hourly time
steps, because diurnal effects ofD onNEP may not be
well represented in daily time step models (Law et al.,
2000a). Calculation ofgl fromCi:Ca in these models re-
quires the simulation of CO2 fixation, usually based on
Farquhar et al. (1980), through which effects of PAR,
Ta andCa on gl are mediated.

Temperature effects on borealNEP also include di-
rect effects on CO2 fixation,Ra andRh. Those on CO2
fixation are commonly modelled with Arrhenius func-
tions, key parameters of which are activation energies
(typically 50–60 kJ mol−1 according toFarquhar et al.,
1980), and inactivation energies to account for con-
straints at low and high temperatures. These functions
may be emulated by parabolic or quadratic functions
with set temperature optima (e.g.Landsberg and
Waring, 1997). Temperature effects onRa are com-
monly represented by exponential functions withQ10
between 2.0 and 2.5, and those onRh by Arrhenius or
parabolic functions similar to those on CO2 fixation.

The different modelling hypotheses described above
have been subjected to only limited comparative test-
ing against measurements ofNEP under changingTa
andD in coniferous forests (e.g.Amthor et al., 2001).
In this paper, we analyze the ability of six ecosystem
models to simulate mass and energy exchange during
highTa events in both temperate and boreal conifers in
terms of the hypotheses forTa effects on which each
model is based. This analysis is intended to establish
the comparative merits of different modelling hypothe-
s sus on
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Hanson et al., 2004). Although these models were
developed for the common purpose of simulating
terrestrial NEP, differences have emerged in key
algorithms and parameters for soil and climate effects
on soil–plant–atmosphere mass and energy exchange.
The key algorithms and parameters for these effects in
the six models are described below with reference to
numbered equations inAppendix A.

2.1. Boreal ecosystem productivity simulator
(BEPS)

2.1.1. Background
BEPS (Liu et al., 1997; Chen et al., 1999) was

developed at the Canadian Centre for Remote Sensing
(CCRS) and the University of Toronto for short-term
carbon cycle simulations, while the Integrated Ter-
restrial Ecosystem Carbon Cycle Model (InTEC)
(Chen et al., 2000a,b), used here for spin-up of soil
carbon, was developed for long-term carbon cycle
simulations. These models have been used with
remotely sensed estimates of leaf area index (LAI)
and land cover, and with Soil Landscapes of Canada
(SLC), forest inventory and gridded meteorological
data to make regional and national estimates of net
primary productivity (NPP), NEP, and net biome
productivity (NBP) (Chen et al., 2003).

2.1.2. CO2 and energy exchange
Because BEPS was designed for efficient remote
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urther development of these hypotheses. The two
ites selected for this analysis are in different clim
ones (temperate Douglas fir – western hemlock
oreal jack pine – black spruce), but both experie
igh Ta events that are predicted to become more
uent under most climate change scenarios. The
ls in this intercomparison are those participating
luxnet-Canada Research Network (FCRN), the
ose of which is to clarify climate and managem
ffects onNEP of Canadian forests.

. Model descriptions

The six models included in the FCRN all function
ime steps of 1 h or less, and so represent the highe
f the range of temporal resolution included in ea
odel intercomparisons (e.g.Amthor et al., 2001
ensing applications, the full coupling between car
nd nitrogen cycles used in InTEC was not included

hat seasonal soil nutrient dynamics were not simu
n this study. For this reason, a BEPS model ver
ith a fixed maximum photosynthetic capacity (A.1

Leuning, 1990) was used here instead of a later v
ion requiring iterations between stomatal conduct
nd photosynthetic capacity (Leuning et al., 1995). The
ffects of canopy temperature (Tc) and the average lea

evel nitrogen (N) content on rubisco-limited CO2 fix-
tion rate (Vr) (Farquhar et al., 1980) were considere
A.1.2, A.1.3). The effects ofTc (Humphreys et al
003), soil moisture (θ) (Bonan, 1991; Zierl, 2001),
umidity (Dang et al., 1997), and global radiation o
O2 and energy fluxes were modelled through t
ffects ongl (A.2.1) based onJarvis (1976). CO2 fixa-

ion rate by the canopy (Vc) was estimated as the sum
hose by sunlit and shaded leaves modelled sepa
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using methods ofChen et al. (1999)with consideration
of canopy architecture (A.2.3) (Chen et al., 1997). The
total canopy was separated into overstory and under-
story (Liu et al., 2003). Downward longwave radiation
used in energy balance calculations was estimated with
an empirical equation. Sensible (H) and latent (LE) heat
fluxes were the sums of those from overstory, under-
story and moss/soil surfaces modelled separately. The
Penman-Monteith equation was used to calculateLE
from all three layers (A.6.1). Canopy conductance (gc)
was a weighted average of sunlit and shaded leaves for
the vegetation layers (A.2.3), while for the moss/soil
layer an empirical equation was used that depended on
moisture in the top soil layer (Sellers et al., 1996).

2.1.3. Autotrophic respiration and changes in
phytomass

Ra was the sum of independently calculated values
for maintenance respirationRm and growth respiration
Rg (A.4.1).Rg was a fixed proportion of gross primary
productivity (A.4.5), andRm was divided into leaf, stem
and root components as functions of biomass and tem-
perature (A.4.3, A.4.4).

2.1.4. Heterotrophic respiration and changes in
SOC

Rh was driven by decomposition of SOC (A.5.1)
from nine pools (passive, slow, soil microbe, surface
microbe, structural foliage litter, metabolic foliage lit-
ter, structural fine root litter, metabolic fine root litter,
w
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a sys-
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agement effects onNPP andNEP of diverse ecosys-
tems (e.g.Grant, 2003; Grant et al., 2001b, 2003).

2.2.2. Energy exchange
Energy exchanges between the atmosphere and ter-

restrial surfaces were resolved into those between the
atmosphere and the leaf and stem surfaces of each pop-
ulation within the plant community, and that between
the atmosphere and each of the surfaces (soil, plant
residue, and snow) of the ground beneath (Grant et al.,
1999). Energy exchange at ground surfaces was cou-
pled with soil heat and water transfers, including runoff
(Manning), infiltration (Green-Ampt), macropore flow
(Poiseuille) and micropore flow (Richards) (A.6.5).

Canopy energy exchange was calculated from
an hourly two-stage convergence solution for the
transfer of water and heat through a multi-layered
multi-population soil–root–canopy system. The first
stage of this solution required convergence to a value
of Tc at which the first-order closure of the canopy
energy balance was achieved. During convergence,LE
between the atmosphere and each plant population was
controlled by aerodynamic conductance (ga) and gc
(A.6.1). Two controlling mechanisms were postulated
for gc:

(1) At the leaf level, a maximum leaf conductance
glmax was calculated for each leaf surface (A.2.1)
that allowed a setCi:Ca ratio for coniferous trees
of 0.75 to be maintained at carboxylation rates
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oody material) (A.5.9, A.5.10) (Parton et al., 1993)
n four layers (A.6.7). To model the effects of soil te
erature (Ts) and θ on decomposition of these poo
A.5.11, A.5.12), we assumed that litter and surf
icrobe pools were located in the first layer, wh

he remaining pools were located in the second
hird layers. The sizes of these pools were obta
hrough a spin-up process using InTEC based on
ean climate and stand age after the model was
rated against measured soil carbon.

.2. Ecosys

.2.1. Background
Ecosys (http://www.ecosys.rr.ualberta.ca/; Grant,

001) was developed at the University of Alberta
detailed, comprehensive model of terrestrial eco

ems. It has been used to model climate and land
calculated under ambient irradiance,Tc, Ca and
full turgor. Carboxylation was the lesser of CO2-
and light-limited reaction rates (Farquhar et al
1980) (A.1.13) constrained by product inhibitio
(Bowes, 1991; Stitt, 1991) (A.1.3, A.1.9), so
that both carboxylation rates were fully coup
to rates of product removal. These latter ra
were determined by phytomass biosynthesis r
controlled by plant water and nutrient upta
rates (A.6.6, A.3.1). Values ofglmax calculated
from Ci:Ca and leaf carboxylation rate were th
aggregated by surface area to maximum can
conductance (gcmax) for use in the energy balan
convergence scheme.

2) At the canopy level,gc was then reduced fro
gcmaxat full turgor through an exponential functi
of canopy turgor potentialψt (A.2.2) determine
from total ψc and osmoticψπ water potential

http://www.ecosys.rr.ualberta.ca/
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generated during convergence for transpiration
versus water uptake (described in Section2.2.3).

2.2.3. Water uptake
After convergence forTc, the difference between

canopy transpirationEc from the energy balance
(A.6.1) and total water uptakeUr from all rooted lay-
ers in the soil (A.6.6) was tested against the difference
between canopy water content from the previous hour
and that from the current hour. The difference between
the two was minimized by adjustingψc used in the next
convergence cycle. Hydraulic resistances toUr in each
soil layer were calculated from Poiseuille’s law using
root radial and axial resistivities derived byDoussan et
al. (1998)with root lengths and surface areas from a
root system submodel driven by shoot-root C transfers
and root C respiration (Grant, 1998a).

2.2.4. CO2 fixation
After convergence forTc and ψc, carboxylation

rates at each leaf surface were adjusted from those
calculated under fullψt to those under ambientψt
(A.1.4). This adjustment was required by the decrease
from gcmax (A.2.1) togc at ambientψt (A.2.2) during
convergence. The adjustment was achieved through
a convergence solution forCi at which the diffusion
rate of gaseous CO2 betweenCa and Ci throughgl
equalled the carboxylation rate of aqueous CO2 at the
aqueous equivalent ofCi (described in 2.2.2) (A.1.13).
This convergence arrived at a lowerCi than that at full
ψ O
fi (
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and henceRa with respect toRm therefore hastened
litterfall.

2.2.6. Heterotrophic respiration and changes in
SOC

Dissolved organic C (DOC) concentrations drove
temperature-dependent (A.5.2)Rh by heterotrophic
microbial populations (A.5.1), including obligately
aerobic, facultatively anaerobic, obligately anaerobic,
and diazotrophic heterotrophic decomposers. These
decomposers were associated with each SOC pool,
including plant litter (from litterfall in A.4.8), animal
manure, particulate organic matter and humus (Grant,
2003). Rh by each population was constrained by
rates of electron acceptor (O2, NO3

−, NO2
−, N2O,

organic C) uptake (A.5.3). All microbial populations
underwent maintenance respirationRm (A.5.4, A.5.5)
and decomposition.Rh in excess ofRm was used as
growth respirationRg (A.5.6) which drove microbial
growth (Grant, 2003) (A.5.7). Active microbial
biomass resulting from growth drove temperature-
dependent (A.5.2) decomposition of each SOC pool
(A.5.8), which was partitioned into components of
differing vulnerability to hydrolysis (A.5.9, A.5.10).
Decomposition produced DOC which then droveRh.

2.3. Canadian land surface scheme (CLASS)

2.3.1. Background
CLASS (Verseghy, 2000) was developed by the
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ti so thatCi:Ca declined under water stress. The C2
xation rate of each leaf surface at convergenceVl )
as added to arrive at a value for gross canopy2
xation (Vc = GPP).

.2.5. Autotrophic respiration and changes in
hytomass

CO2 fixation products were added to a nonstr
ural C pool Cn which was the first-order substra
or Ra (A.4.1, A.4.2).Ra was first used to meet r
uirements forRm (A.4.3, A.4.4), then any excess w
xpended asRg (A.4.5) to drive biosynthesis accor

ng to organ-specific growth yields (A.4.6). IfRa was
ess thanRm, the shortfall was made up through r
iration of remobilizable protein C withdrawn fro

eaf C (A.4.7), driving the loss of associated str
ural C as litterfall (A.4.8). Environmental constrai
uch as nutrient, heat or water stress that reducen
eteorological Service of Canada (MSC) for c
ling with the Canadian General Circulation Mo
CGCM) in regional climate–ecosystem interactio
LASS has participated in the international Pro

or Intercomparison of Land-Surface Parameteriza
chemes (PILPS).

.3.2. CO2 and energy exchange
Versions of the CLASS biospheric component

LASS) are being developed at McMaster Univer
C-CLASSm) (Arain et al., 2002; Kothavala et a
ubmitted) and the University of Alberta (C-CLASS
Wang et al., 2001, 2002a,b; Zhang et al., 2004). Both
ersions shared a common approach to the mode
f Vl and gl . Sunlit leaf area was calculated fro

ight extinction (Wang and Leuning, 1998) accounting
or mean foliage projection and canopy clump
ollowing Chen et al. (1997). Shaded leaf area w
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considered to be that which was not sunlit (A.2.4).Vl
(A.1.1–A.1.13) (Farquhar et al., 1980) and gl (Ball,
1988) were separately calculated for sunlit and shaded
leaves, and then multiplied by sunlit and shaded leaf
areas to obtain whole canopy values (A.2.3).

C-CLASSa and C-CLASSm differed in how this
basic model ofVl andgl was coupled with ecosystem
C, N and water cycles.

2.4. C-CLASSa

The biospheric component of C-CLASSa consisted
of three modules: (1) a water transfer module with
calculation schemes forgl and root conductance, (2)
a plant C and N module to simulateVl , Ra, N uptake,
growth, and litterfall, and (3) a soil C and N module to
simulate litter and organic matter decomposition and
Rh.

2.4.1. Energy exchange and water uptake
The canopy energy balance (Verseghy et al., 1993)

was solved concurrently with the canopy water bal-
ance (Wang et al., 2002b), by calculatingTc, gc andψc
within a nested convergence scheme. In this scheme,
plant transpiration from a first order closure of the
canopy energy balance (A.6.1) was equilibrated with
root water uptake along a soil–root–canopyψ gradient
(A.6.6). Tc andψc were used in the plant module to
determine temperature and water impacts on plant C
and N cycling.Vl (A.1.13) used to calculategc (A.2.1)
w N
t

2
p

e
s ed
R
t
a -
t nts
( ue
f
s 7),
d d
b ics.
D ed
t

non-structural N pools (Nn) were redistributed be-
tween shoot and root according to their concentration
gradients. Nn was supplied by root N uptake (A.3.1)
constrained by soil mineral N concentration (A.3.2)
and plant Nn concentration (A.3.4). Further descrip-
tions of plant C and N processes in C-CLASSa can be
found inWang et al. (2001)andZhang et al. (2004).

2.4.3. Heterotrophic respiration and changes in
SOC

Plant litter and soil organic matter (SOM) were sep-
arated into one surface litter layer and the three soil
layers used in CLASS (A.6.7). Litterfall from foliage
and stem (A.4.8) contributed to the surface litter pool
and litterfall from plant roots (A.4.8) and root exuda-
tion contributed to the soil litter pools. Litter and SOM
pools were each further divided into three C and N
fractions with differing resistance to decomposition,
calculated as a first-order function of each pool (A.5.8)
with fraction-specific rate coefficients (A.5.9, A.5.10).
Also represented in each layer were microbial C and N
pools, the latter of which exchanged N with a mineral
N pool according to microbial C:N ratios. Mineral N
pools were also the source of root N uptake (A.3.2). The
decomposition of all litter and SOM pools depended on
Ts (A.5.11),ψs (A.5.12) and dissolved organic C:N ra-
tio (A.5.8). The fraction of decomposed litter or SOC
incorporated into microbial biomass was set from pool-
specific yield efficiencies, and the remainder was allo-
cated toRh (A.5.1). Wet deposition and leaching of N
w ing
p
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o
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a d C
s lated
R

2
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a r
e
( led
as reduced byψc (A.1.4) and shoot non-structural
o C ratio (A.1.3).

.4.2. Autotrophic respiration and changes in
hytomass

Vl supplied Cn (non-structural C) which was th
ubstrate forRa (A.4.1), some of which sustain
m calculated from structural N (A.4.3) and aQ10

emperature function (A.4.4).Ra in excess ofRm was
llocated toRg (A.4.5) which drove growth of struc

ural C according to organ-specific yield coefficie
A.4.6). Leaf structural C drove LAI through a val
or specific leaf area. IfRa was less thanRm, the
hortfall was remobilized from structural C (A.4.
riving litterfall (A.4.8). Additional litterfall cause
y plant aging was simulated with first order kinet
irect loss of Cn occurred as root exudation, assum

o be proportional to root Cn concentration. Cn and
ere also modelled. Details of soil C and N cycl
rocesses were presented inWang et al. (2002a).

.5. C-CLASSm

The biospheric component of C-CLASSm consis
f two modules: (1) a plant C module to simulategc and
hotosynthesis, which was sensitive to foliar N st
nd (2) a carbon budgeting module which allocate
equestered to three live vegetation pools, calcu
a, litter and organic matter decomposition andRh.

.5.1. CO2 and energy exchange
In C-CLASSm,gc for water vapor, calculated

.56 times of that for CO2, was sensitive to soil wat
vailability (throughfw in A.1.4),Vl (A.1.13) (Farquha
t al., 1980), Ca and D (A.2.3). The maximumVc
Vcmax) that droveVl through the canopy was sca
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from the leaf values by assuming an exponential de-
crease inVcmax from the top of the canopy to the bot-
tom. This decrease used an extinction coefficient of
optimized foliar N distribution,kN and irradiance,kb
(A.1.3). Vl , gc, Ci, andD were solved iteratively until
energy balance closure was achieved using a set crite-
rion for change inTc with each iteration.

2.5.2. Autotrophic respiration and changes in
phytomass

Ra was the sum of independently calculated values
for Rm andRg (A.4.1). Leaf, sapwood, fine and coarse
root Rm were functions of LAI, sapwood volume, and
root biomass respectively (A.4.3). Coefficients for each
C pool were calculated fromRm measured byRyan et
al. (1997). Leaf, sapwood and rootRm used different
Q10 temperature functions (A.4.4).Rg was assumed to
be 15% ofVc after deductingRm (A.4.5). A prescribed
function based on thermal time was used to allocate
growth to new leaves. The remainingVc, after deduct-
ing Rm, Rg, and leaf mass increment, was allocated to
stem and root pools by fixed allocation ratios (A.4.6).

2.5.3. Heterotrophic respiration and changes in
SOC

Rh was calculated from first-order functions of sur-
face litter C and a single SOC pool in the top two soil
layers of CLASS (A.5.1). Litterfall from above-ground
plant components contributed to the surface litter pool
and litterfall from plant roots contributed to the soil lit-
t
c
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e .
( s-
f ool
i s C
t the
v

2
o

2
for

R rac-
t both
i

2.6.2. CO2 and energy exchange
Ecosystem processes of various land cover types

were simulated by five main modules including
radiation, energy, water, carbon, and nitrogen. The
radiation module used multi-canopy layer ray-tracing
algorithms based on a gap probability approach (Wang
et al., 2002c). Multi-wavelength and separation of
direct versus diffuse components for solar radiation
were recognized in the model (Wang et al., 2002d).
Energy exchange and water uptake were simulated
by solving coupled canopy energy and water balance
equations (A.6.1, A.6.6), in whichTc andψc were
prognostic variables (Wang et al., 2002b).

Ta and D affected CO2 and energy exchange
directly and indirectly through several coupled physi-
ological processes and feedbacks.Ta directly affected
Vl through Vr and Vj (A1.2, A.1.8). Temperature
indirectly affectedgl throughVl (A.2.1), and thereby
affected canopy energy partitioning betweenH andLE
(A.6.1). Values ofgl also controlledCi, which in turn
affectedVl (A.1.5). Relative humidity (RH) affected
gl (Ball, 1988) (A2.1) which directly controlled both
Ci andEc (A.6.1), so that RH affected CO2 and energy
exchange. The interconnected processes by which
temperature and humidity affected CO2 and energy
exchange were solved through nested iterations for
energy balance closure andCi.

2.6.3. Autotrophic respiration and changes in
phytomass
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er pools. Sensitivity ofRh to Ts was given by aQ10
oefficient usingTs in the upper 10 cm (Drewitt et al.,
002) (A.5.2). Sensitivity ofRh to θ was not consid
red for litter, and that for SOC followedBunnell et al
1977)and (A.5.3). A prescribed rate of litter C tran
ormation into soil C was used to calculate soil C p
ncrement (A.5.8 and A.5.10). Other non-gaseou
ransfers between different pools were ignored in
ersion of C-CLASSm used in this study.

.6. Ecological assimilation of climate and land
bservations (EALCO)

.6.1. Background
EALCO was developed at the Canadian Centre

emote Sensing to study ecosystem–climate inte
ions by assimilating Earth Observation datasets (
n situ and satellite).
Ra was the sum of independently calculated va
or Rm andRg (A.4.1).Rm was calculated from plant
A.4.3) using organ-specific temperature sensitiv
A.4.4).Rg was calculated as a fraction ofVc in excess
f Rm (A.4.5), and drove phytomass growth (A.4
itterfall was driven by plant phenological advan
A.4.8).

.6.4. Heterotrophic respiration and changes in
OC

Litterfall from foliage, stem and roots contribut
o soil litter pools (A.4.8). Litter and SOC pools we
ach divided into three C and N fractions with differ
esistance to decomposition, calculated as a first-o
unction of each pool (A.5.8) with fraction-specific r
oefficients (A.5.9, A.5.10). Also represented in e
ayer were microbial C and N pools, the latter of wh
xchanged N with a mineral N pool according to
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crobial C:N ratios. Mineral N pools were the source of
root N uptake (A.3.2). The decomposition of all litter
and SOC pools depended onTs (A.5.11),ψs (A.5.12)
and microbial C:N ratio (A.5.8). The fraction of decom-
posed litter or SOC incorporated into other less active
SOC pools was set from pool-specific yield efficien-
cies, and the remainder was allocated toRh (A.5.1). Ad-
ditional N transformations included atmospheric depo-
sition, fertilizer addition, and leaching. Details of soil
C and N cycling processes were presented inWang et
al. (2001, 2002a).

2.7. Canadian terrestrial ecosystem model
(CTEM)

2.7.1. Background
The Canadian Terrestrial Ecosystem Model

(CTEM) is coupled to the Canadian Land Surface
Scheme (CLASS) (Verseghy, 2000) to simulate energy,
water, and CO2 fluxes. CTEM is being developed as an
operational terrestrial ecosystem model for use in the
Canadian Centre for Climate Modelling and Analysis
(CCCma) coupled general circulation model.

2.7.2. CO2 and energy exchange
CO2 fixation was based onFarquhar et al. (1980)

and Collatz et al. (1991, 1992)(A.1.1–A.1.13), and
was designed to use both the big- and the two-leaf
(sunlit and shaded) scaling techniques (A.2.4). The
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2.7.4. Heterotrophic respiration and changes in
SOC

Leaf litterfall was generated from leaf turnover
driven by a prescribed leaf life span (A.4.8), and by
drought and cold stress. Stem and root litterfall were
generated by specified turnover times (A.4.8). This lit-
terfall contributed to the soil litter pool which along
with SOC generatedRh from first-order respiration co-
efficients (A.5.1) and from soil temperatures and water
contents (A.5.2, A.5.3).Rh drove decomposition of lit-
ter and SOC (A.5.8).

3. Modelling experiment

3.1. Experimental sites

3.1.1. Campbell river
The Campbell River (CR) site (49◦52′N; 125◦20′W;

300 m elevation) in 2000 was a 53-year-old Douglas-fir
forest with a sparse understory on a deep humo-ferric
podzol. This site is in the drier seasonal rainforest
zone found in low and middle elevations of eastern
and central Vancouver Island, and is part of the coastal
temperate rainforest of the Pacific north-west. Site
and soil data are given inTable 1. Urea was applied
to this forest at 20 g N m−2 in 1994. Eddy covariance
techniques used to measure mass and energy fluxes
were described inHumphreys et al. (2003). Gap filling
techniques to replace rejected eddy-covariance CO2
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results presented here were obtained using the
leaf approach. Canopy stomatal conductance was
culated from CO2 fixation andD using theLeuning
(1995)formulation (A.2.3).GPP (A.1), Ra (A.4) and
Rh (A.5) sub-modules were described in detail
Arora (2003).

2.7.3. Autotrophic respiration and changes in
phytomass

Ra was the sum of independently calculated
ues forRm and Rg (A.4.1). Tc and Ts from CLASS
were used to estimateRm from organ-specific coe
ficients applied to leaf, stem and root (A.4.3, A.4
Rg was 0.3 ofVc in excess ofRm (A.4.5). Net CO2
fixation, after deductingRa (A.4.1) fromVc (A.1.13),
was dynamically allocated between leaves, stem,
roots based on root water, canopy light, and
phenology.
uxes were described inMorgenstern et al. (2004a.
oil water contents through the rooting zone w
easured continuously by automated time dom

eflectometry (TDR) probes.

.1.2. Southern Old Jack Pine
The Southern Old Jack Pine (SOJP) site in 2000

71-year-old jack pine forest on an excessively dra
utrocrept overlying a glacial till south of Narro
ills Provincial Park, Saskatchewan, Canada (53.◦N
04.7◦W) near the southern limit of the boreal fore
ite and soil data are given inTable 2. Eddy covarianc

echniques used to measure mass and energy exc
ere described inGriffis et al. (2003). Gap filling tech
iques to replace rejected eddy-covariance CO2 fluxes
ere described inBarr et al. (2002). Soil water content

hrough the rooting zone were measured continuo
y automated TDR probes.
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Table 1
Site and soil characteristics of the Campbell River site

Site characteristics
Latitude N49◦52.137′
Longitude W125◦20.120′
Elevation 300 m
Mean annual precipitation 1461 mm/y*

Mean annual temperature 8.3◦C*

Dominant vegetation 53-year-old Douglas-fir (Pseudotsuga menziesii) with 17% red cedar (Thuja
plicata Donn) and 3% western hemlock (Tsuga heterophylla (Raf.) Sarg.)

Understory vegetation Sparse, mainly consisting of various mosses, ferns and herbaceous/woody
species such as salal, dull oregon grape, vanilla-leaf deerfoot

Mean basal area (1998) 71 m2 ha−1 (overstory)
Fertilization 20 g N m−2 as urea in 1994

Horizon L-H Ap/Ae Bf1 Bf2/Bfc C

Soil characteristicsa

Depth to bottom (m) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Bulk density (Mg m−3) 0.1 0.90 1.18 1.57 1.50 1.42 1.42 1.58 1.58
Field capacity (m3 m−3) 0.241 0.203 0.203 0.203 0.203 0.203 0.203 0.203
Wilting point (m3 m−3) 0.117 0.068 0.068 0.068 0.068 0.068 0.068 0.068
Ksat (mm h−1) 36 94 121 133 97 121 107 107
Sand (g kg−1) – 692 809 880 898 838 883 875 878
Silt (g kg−1) – 227 169 105 93 157 97 98 91
Clay (g kg−1) – 81 23 15 9 6 20 26 31
Coarse fragments (m3 m−3) 0 0.267 0.267 0.353 0.35 0.353 0.356 0.356 0.356
pH 5.2 5.45 5.45 5.92 5.92 5.92 5.0 6.87 5.95
Organic C (g kg−1) 81 62.1 28.5 17.5 17.0 18.6 10.0 10.3 8.9
Total N (g Mg−1) 1620 640 640 560 560 560 250 200 250
Exch. P (g Mg−1) 16 15 15 11 11 11 17 20 20

a Keser and St. Pierre, 1973. Soils of Vancouver Island: A compendium. B.C. For Serv. Res. Note 56-Hart soil.

3.2. Model runs

Each model was provided with hourly (CR
1999–2000) or half-hourly (SOJP 1994–2000) me-
teorological data (shortwave radiation, longwave
radiation (C-CLASS and CTEM), air temperature, rel-
ative humidity, wind speed and precipitation), and with
the site and soil properties inTables 1 and 2. Model-
specific protocols were followed for initialization and
spin up, although all models were run for at least 1 year
at CR (1999) or 6 years at SOJP (1994–1999) under
site conditions before comparison with measured
values to reduce sensitivity of model output to model
initialization. Model performance was evaluated using
parameters (intercepts, slopes) from regressions of
modelled on measured fluxes (allowing overestimates
or underestimates of measured values to be inferred
from intercepts >0 or <0 and from slopes >1 or <1,

respectively), and using statistics (coefficients of de-
termination and root mean squares of difference) from
regressions of measured on modelled fluxes (allowing
differences between modelled and measured fluxes
to be expressed in terms of measured values). Model-
specific protocols are described in more detail below.

3.2.1. BEPS
The stand ages (Tables 1 and 2) were used to spin

up the soil carbon pool with InTEC. Soil water content
at the beginning of the modeling period was derived
from spin-up model runs using BEPS for 3 years at
SOJP and for 7 years at CR. In the spin-up, the initial
θ was assumed to be 75% of field capacity as defined
in Tables 1 and 2. To reduce the impacts of errors in
estimating diurnal heat storage changes in vegetation
and soil, the temperatures of the overstory, understory
and soil/moss surface and their associated sensible
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Table 2
Site and soil characteristics of the Southern Old Jack Pine site

Site characteristics
Latitude 53◦54.976′N
Longitude 104◦41.504′W
Elevation 579 m
Mean annual precipitation 390–405 mm
Mean annual temperature 1.5◦C
Dominant vegetation 71-year-old Jack PinePinus banksiana
Understory vegetation Reindeer lichen
Mean basal area (1994) 17 m2 ha−1 (overstory)

Horizon LFH Ae AB Bm C1 C2 Ck Ck

Soil characteristicsa

Depth to bottom (m) 0.04 0.06 0.10 0.38 0.89 1.17 1.69 2.3
Bulk density (Mg m−3) 0.24 1.23 1.45 1.48 1.52 1.60 1.60 1.60
Field capacity (m3 m−3) 0.050 0.044 0.029 0.016 0.015 0.017 0.016
Wilting point (m3 m−3) 0.027 0.026 0.016 0.011 0.009 0.010 0.010
Ksat (mm h−1) 128 124 124 166 173 173 173
Sand (g kg−1) – 943 934 939 963 975 975 976
Silt (g kg−1) – 29 39 33 19 10 8 10
Clay (g kg−1) – 28 27 28 18 15 17 14
Coarse fragments (m3 m−3) 0 0 0 0 0 0 0 0
pH 4.7 5.3 5.5 5.8 5.8 5.9 6.1 6.2
CEC (cmol(+) kg−1) 501 46 40 22 21 16 13 16
Organic C (g kg−1) 250.7 9.95 6.43 1.30 0.23 0.17 0.17 0.17
Total N (g Mg−1) 4827 430 290 130 120 60 80 70
Total P (g Mg−1) 473 150 200 200 190 120 140 190

a Anderson, D. 1998. BOREAS TE-01 Soils Data over the SSA Tower Sites in Raster Format, Available online at [http://www-eosdis.ornl.gov/]
from the ORNL Distributed Active Archive Center, Oak Ridge National Laboratory, Oak Ridge, TN, USA].

heat fluxes were calculated at 1 min intervals. LAI and
clumping index were set to 6.0 and 0.65 at CR, and to
2.4 and 0.7 at SOJP, respectively. The understory LAI
was set to 0.5 and 0.8 at CR and SOJP, respectively.

3.2.2. Ecosys
Ecosys was initialized at seeding on soil with the

properties given inTables 1 and 2, and with above-
and below-ground residue corresponding to that left
after logging.Ecosys was then run for 54 (CR) or 71
(SOJP) years under repeated 8-year sequences of mete-
orological data from each site before comparison with
measurements. Urea (20 g N m−2) was added to the sur-
face litter layer 6 years before comparison with mea-
surements at CR. Plant parameters used in these runs
were those for cool temperate (CR) and boreal (SOJP)
conifer functional types which differed only in their
temperature sensitivities (A.1.2, A.3.3, A.4.2, A.5.11).
Model parameters inecosys are considered to be gen-
eral in application, and so were not fitted to site-specific

data. The rooting zones were considered to be the soil
layers described inTables 1 and 2, the upper of which
were subdivided to increase spatial resolution. Two ad-
ditional soil layers with properties the same as those of
the lowest rooted layer and thicknesses of 1–2 m were
modelled below the rooting zones. The lower boundary
was set so that the water content in the lowest soil layer
was maintained at field capacity. These additional lay-
ers were intended to enable water fluxes modelled in the
rooting zone to be largely independent of assumptions
about the lower boundary.Ecosys used no additional
site data beyond those inTables 1 and 2.

3.2.3. C-CLASSa
C-CLASSa was initialized at seeding on soil with

the properties given inTables 1 and 2, and with above-
and below-ground residue corresponding to that left
after logging. C-CLASSa was then run for 54 (CR) or
70 (SOJP) years under repeated sequences of meteo-
rological data from each site before comparison with

http://www-eosdis.ornl.gov/
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measurements. Plant parameters used in these runs
were those for temperate (CR) and boreal (SOJP)
coniferous functional types which differed only in their
temperature functions (A.1.2, A.3.3, A.4.2, A.5.11).
Model parameters in C-CLASSa are considered to be
general in application, and so were not fitted to site-
specific data. Rooting depths were set to 0.9 m at CR
(Table 1) and 2.3 m at SOJP (Table 2). Root distribution
was fixed in the model runs because environmental con-
ditions simulated in the third soil layer could not accu-
rately represent those in the root zone due to the coarse
spatial resolution in the model (A.6.7).Ts andθ of the
lower soil boundary (depth = 4.1 m) were held constant
during the model run. The effects of coarse fragments
(Table 1) on soil water retention were simulated at CR.
The N deposition rate was set to 7.5× 10−7 kg N per kg
precipitation water and the biological fixation rate was
set to 2.8× 10−9 kg N per kg microbial C per second in
the surface layer. Fertilizer N (20 g N m−2) was added
to the 10 cm soil layer 6 years before comparison with
measurements at CR as indicated inTable 2.

3.2.4. C-CLASSm
Initial C pools (sapwood, coarse and fine root, litter

and soil) and soil physical and chemical properties
were assigned from site specific measurements given
in Tables 1 and 2according to prescribed soil layer
depths (A.6.7). The active root zone was assumed to be
the second soil layer in which newly grown roots were
allocated to the fine root fraction (A.4.3). Coarse root
t
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root distribution was initialized with 50% in the top
0.35 m and the remainder in the lower 1.15 m. This dis-
tribution could change during model runs if differences
in root growth rates were simulated among soil layers.
The model was run at each site for 2 years with mete-
orological data from 2000 and results from the second
year were compared with measurements. During model
runs, simulated LAI was constrained by the maximum
observed LAI. No water table was included in these
model runs and no gradient in soil matric potential was
assumed across the lower soil boundary.

3.2.6. CTEM
At CR, CTEM was initialized with pool sizes de-

rived from site observations and run for 2 years with
weather data for 1999 and 2000 with LAI prescribed
between 6.0 and 6.9. Model output from the latter year
was used in the intercomparison. At SOJP, CTEM was
initialized by running for 400 years with weather data
from 1997 to 2000 until all live and dead carbon pools
had stabilized, after which above-ground biomass was
removed to simulate logging. CTEM was then run for
another 65 years under repeated sequences of SOJP
weather data and a prescribed LAI of 2.0. Output from
the last year of this run (corresponding to 2000) was
used in the intercomparison.

The rooting depths at both sites were not prescribed
in CTEM; rather the model calculated the 99% rooting
depth and fraction of roots in each soil layer using sim-
ulated or specified root biomasses based on a variable
r
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ne root temperatures were set toTs of the second so

ayer. Rooting depths were set to 0.8 m at CR and
at SOJP. The default CLASS root density func

an exponential decrease with depth in A.6.6)
sed to set root distribution in the three soil lay
bservedTs andθ were used to initialize the modell

oil layers at both CR and SOJP. Model simulat
ere run for 1 year at CR and 6 years at SOJP u
bserved half-hourly weather data for 2000. Mo
pin-up was not performed because observed
ere used for initialization. Minimum and maximu
AIs prescribed to the model were 6.0 and 6.9 at
nd 2.0 and 2.0 at SOJP.

.2.5. EALCO
EALCO was initialized with soil and plant pool siz

stimated from site observations (Tables 1 and 2). Fine
ooting depth parameterization described inArora and
oer (2003). Soil physical properties at both sites w
stimated fromTables 1 and 2, including fractions o
and and clay for the three soil layers used in CLA

. Results

.1. Diurnal energy and CO2 exchange under
hanging temperature-measurement

.1.1. Campbell river
The passage of a warm front during late June 2

rovided an opportunity to test model responses to
ient warming at CR. Maximum/minimum daily te
eratures rose from 17/10 to 28/19◦C under clear skie
etween 21 and 26 June 2000 (DOY 173–178) and
eclined sharply under cloudy skies after 28 June (D
80) (Fig. 1a). During this period,θ measured by au
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Fig. 1. (a) Radiation and temperature, (b) vapor pressure deficit (D)
and precipitation, (c) energy fluxes, and (d) CO2 fluxes (positive
fluxes downwards) recorded or gap-filled at Campbell River during
21–30 June 2000 (DOY 173–182). Downward fluxes were assigned
positive values, and upward fluxes negative values.

tomated TDR probes from 0.0 to 0.6 m depth declined
from 0.23 to 0.21 m3 m−3, close to field capacity for the
soil at CR (Table 1). Daily D rose during warming from
1 kPa to almost 3 kPa and then declined during cooling
(Fig. 1b). DaytimeLE measured by eddy covariance
rose from 150 W m−2 before warming (D ∼ 1 kPa) to
200 W m−2 at the onset of warming on DOY 176
(D ∼ 1.75 kPa), but then declined to <200 W m−2 with
further warming on DOY 177–179 (D ∼ 2.75 kPa),
and remained stable during cooling on DOY 181–182
(D ∼ 0.5 kPa) (Fig. 1c). Peak CO2 influxes declined
from 20 to 15�mol m−2 s−1 during warming on DOY
176–180 and then rose to >20�mol m−2 s−1 during
subsequent cooling on DOY 182 (Fig. 1d). Midafter-
noon declines in CO2 influxes began earlier and were
more rapid under higherD (DOY 177–180) than un-
der lower (DOY 175, 182). Peak CO2 effluxes rose

from 6 to >12�mol m−2 s−1 during warming on DOY
176–180, although wind speeds caused many of the
measured nighttime effluxes to be rejected and replaced
by gap-filled values.

4.1.2. Southern Old Jack Pine
A warm front during mid-July 2000 provided an op-

portunity to test model responses to transient warming
at SOJP. Maximum/minimum daily temperatures rose
from 20/13◦C during 6–11 July 2000 (DOY 188–193)
to 30/18◦C on 14 July 2000 (DOY 196) and returned
to 22/13◦C on 15 July 2000 (DOY 197) (Fig. 2a).
During this period,θ measured by automated TDR
probes from 0.0 to 0.6 m depth varied between 0.08
and 0.10 m3 m−3, well above the very low field capac-
ity for the soil at SOJP (Table 2). Daily D rose from
<1 to 3 kPa during warming until DOY 196 and then

F it (
a
fl Pine
during 6–15 July 2000 (DOY 188–197). Downward fluxes were as-
signed positive values, and upward fluxes negative values.
ig. 2. (a) Radiation and temperature, (b) vapor pressure deficD)
nd precipitation, (c) energy fluxes, and (d) CO2 fluxes (positive
uxes downwards) recorded or gap-filled at Southern Old Jack
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returned to <1 kPa during DOY 197 (Fig. 2b). Daytime
LE measured by eddy covariance reached 200 W m−2

under intermediate radiation andD during DOY 189
and 190, but did not rise further under higher radiation
andD during DOY 194 through 196 (Fig. 2c). Both in-
fluxes and effluxes of CO2 measured at SOJP (Fig. 2d)
were∼1/2 those measured at CR (Fig. 1d). Peak CO2
influxes declined from 10 to 5�mol m−2 s−1 and mid-
day declines in CO2 influxes began earlier as warming
progressed during DOY 194–196 (Fig. 2d). Most night-
time CO2 effluxes measured during this period were
rejected due to low wind speeds, and were replaced by
effluxes calculated from gap-filling methods.

4.2. Diurnal energy exchange under changing
temperature-modelling

4.2.1. BEPS
LE effluxes modelled at CR rose above 200 W m−2

whenD rose from 1.0 kPa (DOY 173) to 1.75 kPa (DOY
176) but rose little with further rises inD from 1.75 kPa
(DOY 177) to 3.0 kPa (DOY 180) (Fig. 3a), indicating
that effects ofD onLE (A.6.1) were offset by those on
gl (A.2.1).LE effluxes were larger than those measured
andH effluxes were smaller, especially under higherD
(DOY 179–180), suggesting thatD effects ongl were
underestimated by the empirical equation developed
at CR (Humphreys et al., 2003) (A.2.1). LE effluxes
modelled at SOJP remained <200 W m−2 when VPD
rose above 1.5 kPa (DOY 194–196) (Fig. 4a) so thatH
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Fig. 3. Latent (LE) and sensible (H) heat fluxes measured by eddy co-
variance (symbols) and modelled (lines) by (a) BEPS, (b)ecosys, (c)
C-CLASSa, (d) C-CLASSm, (e)EALCO and (f)CTEM at Camp-
bell River during 21–30 June 2000 (DOY 173–182). Downward
fluxes were assigned positive values, and upward fluxes negative
values (i.e. reverse order ofEALCO andCTEM).
ffluxes were not underestimated, indicating a st
onstraint byD on gl in the empirical equation d
eloped for boreal forests (Dang et al., 1997) (A.2.1).
odelled LE effluxes were smaller than those m

ured under higherD, indicating some errors in calc
ating f(ψs) in A.2.1 for this very sandy soil (Table 2).

.2.2. Ecosys
Soils at CR and especially SOJP had low organ

nd high C:N ratios (Tables 1 and 2) that constraine
uptake (A.3.2), causing low leaf non-structural N

atios that limitedVr (A.1.3, A.1.9), causing low
lmax (A.2.1) and hence lowLE versusH (A.6.1)
Figs. 3b and 4b). The onset of higher temperature a

during DOY 176–178 at CR and DOY 193–194
OJP raisedLE effluxes to >200 W m−2 (A.6.1), forc-

ng lowerψc to maintain root water uptake and cano
ydration (A.6.6). Values ofψc in ecosys were more
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Fig. 4. Latent (LE) and sensible (H) heat fluxes measured by eddy co-
variance (symbols) and modelled (lines) by (a) BEPS, (b)ecosys, (c)
C-CLASSa, (d) C-CLASSm, (e)EALCO and (f)CTEM at Southern
Old Jack Pine during 6–15 July 2000 (DOY 188–197). Downward
fluxes were assigned positive values, and upward fluxes negative
values (i.e.reverse order ofEALCO andCTEM).

sensitive to root water uptake in conifers than in other
plant functional types because of the larger value for
root axial resistivity used to calculate root axial resis-
tanceΩa. LargeΩa delayed rehydration and hence re-
covery ofψc and LE when D declined during later
afternoons and evenings. With further warming during
DOY 179–180 at CR and DOY 195–196 at SOJP, lower
ψc forced lowerψT that reducedgc (A.2.2) and hence
reduced canopyLE to <200 W m−2 (A.6.1). Values of
θ and henceψs were sensitive to soil drying at CR be-
cause a large fraction of soil was excluded from water
retention and transfer by coarse fragments (Table 1),
and at SOJP because of extremely low water holding
capacity (Table 2). The combined result of these al-
gorithms was a small increase inLE with the onset
of warming and then decreases with further warming,
consistent with measured fluxes at both sites.

4.2.3. C-CLASSa
High soil C:N ratios (Tables 1 and 2) caused low N

uptake (A.3.2) and hence low leaf structural and non-
structural N:C ratios that constrainedVl (A.1.3, A.1.9),
gl (A.2.1) and henceLE versusH (A.6.1). Modelled
LE remained <200 W m−2 at CR, below that measured
whenD < 1.5 kPa (DOY 173–176, 181–182), but close
to that measured whenD > 1.5 kPa (DOY 177–180)
(Fig. 3c). ModelledLE at SOJP rose to 200 W m−2

whenD rose to 1.5 kPa (DOY 194) (Fig. 4c), but fur-
ther rises in modelledLE whenD > 1.5 kPa at CR and
SOJP were constrained by the effect of RH ongl (A.2.1)
a
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nd thereby onEc (A.6.1). Model underestimates ofLE
t SOJP on DOY 189 and 193 following rainfall eve
Fig. 4c) were likely caused byra calculated for canop
nd soil surface evaporation (A.6.2–A.6.4).

.2.4. C-CLASSm
Low Vl caused lowgl which in turn caused larg
versusLE to be modelled by C-CLASSm at C

Fig. 3d) and SOJP (Fig. 4d). Midday LE effluxes
eached 150 W m−2 during cool days (DOY 172–17
hen lowD (<1.5 kPa) caused highergl (A.2.1) and
ence gc (A.2.3). Midday LE reached 200 W m−2

hen D rose above 1.5 kPa (DOY 176), althou
urther increases inLE when D > 2.0 kPa were con
trained by the effect ofD ongl (A.2.1). LowD caused
ow vapor concentration gradients and hence lowLE
o be modelled during DOY 181–182 (A.6.1).LE
ffluxes modelled at SOJP reached 300 W m−2 when
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D rose to 2.5 kPa during warming on DOY 193–195,
and then declined slightly whenD rose further to
3 kPa on DOY 196. Rises inLE modelled during
warming at both sites were larger than those measured,
indicating that the constraint ofD ongl may have been
underestimated, especially at SOJP where a larger
value ofD0 was used (A.2.1).

4.2.5. EALCO
ModelledLE effluxes were close to those measured

at CR whenD < 1.5 kPa, although they were larger
when D > 1.5 kPa on DOY 177–180 (Fig. 3e). This
overestimation may indicate that RH effects ongl in the
model (A.2.1) were underestimated. Some of this over-
estimation ofLE may be attributed to the large value
for the slope parameter used to calculategl (A.2.1).
Overestimation ofLE under highD was not apparent
at SOJP where risingD loweredLE effluxes modelled
on DOY 194–196 (Fig. 4e).

4.2.6. CTEM
ModelledLE rose withD until D reached 1.5 kPa on

DOY 176, after which further rises were constrained
by effects ofD on gc (A.2.3) (Fig. 3f). HoweverLE
effluxes modelled under higherD on DOY 177–180
remained larger than those measured, indicating that
the modelled effect ofD on gc (A.2.3) at CR may
have been underestimated.LE effluxes modelled un-
der highD at CR maintained maximum diurnal values
of 150 W m−2 through early afternoon and evening,
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Fig. 5. CO2 exchange measured by eddy covariance (symbols) and
modelled (lines) by (a) BEPS, (b)ecosys, (c) C-CLASSa, (d) C-
CLASSm, and (e) EALCO at Campbell River during 21–30 June
2000 (DOY 173–182). Downward fluxes were assigned positive val-
ues, and upward fluxes negative values.

enabled BEPS to model declining influxes and rising
effluxes of CO2 during warming at CR (DOY 177–180)
(Fig. 5a) and SOJP (DOY 194–196) (Fig. 6a). Earlier
midday declines in CO2 influxes were clearly modelled
at SOJP whereψ constraints ongl were larger (A.2.2),
but not at CR whereψ was more favorable. Nighttime
n contrast to measured effluxes which reached m
mum values by late morning and then declined a

idday. These largerLE effluxes caused briefH in-
uxes to be modelled near dusk that were not appa
n the measurements.LE effluxes modelled at SOJP d
lined more rapidly after midday than did those at
Fig. 4f), although CTEM used a common value
0 at both sites (A.2.3). Some instability in model
nergy balances was found to be caused by the
ynamic resistance formulation in CLASS from wh

he energy exchange algorithms in CTEM were ta

.3. Diurnal CO2 exchange under changing
emperature-modelling

.3.1. BEPS
Contrasting effects ofTc onVc (A.1.2, A.1.8) versu

hose ofTc andTs onRa (A.4.3, A.4.4) andRh (A.5.11)
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Fig. 6. CO2 exchange measured by eddy covariance (symbols) and
modelled (lines) by (a) BEPS, (b)ecosys, (c) C-CLASSa, (d) C-
CLASSm, and (e) EALCO at Southern Old Jack Pine during 6–15
July 2000 (DOY 188–197). Downward fluxes were assigned positive
values, and upward fluxes negative values.

CO2 effluxes in the model were smaller than those mea-
sured or gap-filled during warming at CR (Fig. 3a) and
SOJP (Fig. 7a), due to comparatively low rate coeffi-
cients for rootRm (A.4.3) and for soil C decomposition
(A.5.9).

4.3.2. Ecosys
CO2 fluxes modelled at SOJP were reduced to less

than one-half those at CR (Fig. 6b versusFig. 5b)
by slower soil mineralization (A.4.2) and root uptake
(A.3.3) from colder soils. CO2 fluxes modelled at SOJP
were also reduced by lower LAI (2.2 at SOJP ver-
sus 8.5 at CR) caused by reduced leaf growth from
lower leaf N concentrations and more frequent wa-
ter stress on soil with a lower water holding capac-
ity (Table 2 versusTable 1). Vc and above-ground
Ra were both driven byTc (A.1.2, A.4.2), and rose
sharply with the onset of warming. Below-groundRa
and Rh, driven by Ts (A.4.2, A.5.2) which was less
sensitive thanTc to short-term warming, rose less
sharply. With further temperature rises, the effect of
warming onVc was overridden by the combined ef-
fects (A.1.13) of stomatal (A.2.2) and non-stomatal
(A.1.4) constraints imposed by decliningψc (A.6.6).
ConstrainedVc and risingRa + Rh caused earlier mid-
day declines in CO2 influxes during warming on DOY
177–179 at CR (Fig. 5b) and DOY 194–196 at SOJP
(Fig. 6b). Daytime CO2 influxes returned to higher
values with no midday declines whenψc constraints
on Vc were alleviated by lowerD during cooling on
DOY 181–182 at CR and DOY 197 at SOJP. Rises
in Ra + Rh caused nighttime CO2 effluxes to exceed
10�mol m−2 s−1 during warming at CR (Fig. 5b) al-
though CO2 effluxes rose less with warming at SOJP
(Fig. 6b).
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.3.3. C-CLASSa
Contrasting effects ofTc on Vc (A.1.2, A.1.8) ver

us those ofTc and Ts on Ra (A.4.3, A.4.4) andRh
A.5.11) enabled C-CLASSa to simulate smaller d
ime influxes and larger nighttime effluxes of CO2 dur-
ng warm days (DOY 177–179) than during cool d
DOY 173–175, 181–182) at CR (Fig. 5c). Large CO2
nfluxes of∼20�mol m−2 s−1 measured at CR und
ow radiation, temperature andD during DOY 175 and
82 were underestimated, causing lowergl (A.2.1) and
enceLE (Fig. 3c) in the model. Lower soil C an
contents (Table 2) and lowerTs modelled at SOJ

ersus CR caused slower N mineralization (A.5
nd uptake (A.3.3). This caused greater N limita

o Vr andVj (A.1.3, A.1.9), so that CO2 influxes and
ffluxes modelled at SOJP were smaller than tho
R (Fig. 6c versus 5c). Both influxes and effluxes m
lled at SOJP were larger than those measured o
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timated by gap-filling (Fig. 6c). CO2 influxes mod-
elled at SOJP did not rise during warming on DOY
194–196 because of the lower optimum temperature
for plant and soil processes used at this site (A.1.2).
However earlier midafternoon declines in CO2 influxes
measured under higher temperature andD were not
clearly simulated at either site (Figs. 5c and 6c), in-
dicating that the RH term used to calculategl (A.2.1)
may not be sensitive enough toD at higher temper-
atures. This indication was corroborated by the ten-
dency of modelledLE influxes to rise under higherD
(Figs. 3c and 4c).

4.3.4. C-CLASSm
CO2 influxes simulated at both CR and SOJP

were larger during cool days (DOY 173–174, 182 at
CR, DOY 189–191, 197 at SOJP) than during warm
days (DOY 176–180 at CR, DOY 194–196 at SOJP)
(Figs. 5d and 6d). CO2 influxes were very sensitive
to D. Earlier midday declines in these influxes were
simulated on warm days which was consistent with
measurements, but also on some cool days which was
not consistent with measurements (e.g. DOY 182 at
CR, DOY 197 at SOJP). These declines could have
been caused by lowθ when used in the functionfw
(A.1.4) to calculategl (A.2.1). HoweverLE effluxes
appeared to be less sensitive toD than were CO2
influxes (Figs. 3d and 4d). This function would re-
quire soil-specific parameterization, especially for the
very sandy soils underlying most boreal forests (e.g.
T
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and 182 at CR, and on DOY 189, 190 and 197 at
SOJP.

4.3.5. EALCO
Peak CO2 influxes modelled at CR declined from

20�mol m−2 s−1 under lower temperature andD
(DOY 175, 181–182) to 15�mol m−2 s−1 under higher
temperature andD (DOY 177–180) (Fig. 5e) when
lower RH raisedEc (A.6.1), thereby reducingψc
(A.6.4), Ci, and henceVr (A.1.4). CO2 influxes were
further reduced under higherTa by largerRa (A.4.4)
andRh (A.5.11). However CO2 effluxes in the model
rose less with warming than did those estimated from
eddy covariance measurements at CR, suggesting that
temperature effects onRm and/orRh may be under-
estimated. Both influxes and effluxes of CO2 mod-
elled at SOJP were frequently smaller than those
measured or gap-filled (Fig. 6e), causing a correspond-
ing underestimation ofLE (Fig. 4e) in spite of the
large slope used to calculategl (A.2.1). The smaller
effluxes may be partly attributed to the small rate con-
stant used forRh from SOC (A.5.1) when SOC was
small (Table 2). Midafternoon declines in CO2 influxes
at CR and SOJP whenD > 2.5 kPa were modelled from
ψc effects onVr (A.1.4) and fromD effects ongl
(A.2.1).

4.3.6. CTEM
DiurnalRa andRh were not simulated by CTEM so

that short-term weather effects on modelled CO2 fluxes
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Higher Ta and Ts increased bothRa (A.4.4) and

specially Rh (A.5.2), causing nighttime CO2 ef-
uxes to rise at both sites. The larger effluxes s
lated by C-CLASSm in comparison to those

he other models may be attributed to its larger
onstant (A.5.1) and temperature sensitivity (A.5
or Rh of SOC. Rates of net CO2 exchange simu
ated in C-CLASSm at SOJP (Fig. 6d) were lowe
han those at CR (Fig. 5d), although key photo
ynthetic parameters, includingVrmax(0), were the
ame at both sites (A.1.1). These lower rates w
ttributed to the lower LAI prescribed for SO
2–2.6 m2 m−2) versus CR (6–6.9 m2 m−2) used to cal
ulate canopyVrmax (A.1.1), Jmax (A.1.6), and lea
m (A.4.3). As did most other models, C-CLASS
nderestimated large CO2 influxes measured und

ow radiation, temperature andD on DOY 175, 181
ould not be evaluated.

.4. Daily net ecosystem productivity under
hanging temperature-measurement

Higher Ta caused declines in afternoon CO2 in-
uxes and rises in nighttime CO2 effluxes at both
R (Fig. 1d) and SOJP (Fig. 2d). These change

n CO2 fluxes caused changes in dailyNEP at both
ites during the major warming events in the s
er of 2000 (Figs. 7 and 8). CR changed from
sink of 2–5 g C m−2 d−1 under lower Ta (DOY

70–175, DOY 180–195, DOY 205–215) to a sou
f 2–5 g C m−2 d−1 under higherTa (DOY 177–180
OY 200–204, DOY 216–219) (Fig. 7). Similarly,
OJP changed from a small sink of 0–1 g C m−2 d−1

nder lowerTa (DOY 170–178, DOY 183–193, DO
98–203) to a source of 1–3 g C m−2 d−1 under highe
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Fig. 7. (a) Hourly air temperature and (b) daily net ecosystem pro-
ductivity calculated from gap-filled eddy covariance measurements
(symbols) and modelled (lines) at Campbell River during summer
2000. Vertical lines indicate period shown inFigs. 1, 3 and 5.

Ta (DOY 179–182, DOY 194–197, DOY 208–211)
(Fig. 8). All models captured the direction of change in
daily NEP during warming, although the magnitude of
change varied among models as indicated from regres-
sions of modelled versus measuredNEP during these
periods (Table 3).

Fig. 8. (a) Hourly air temperature and (b) daily net ecosystem pro-
ductivity calculated from gap-filled eddy covariance measurements
(symbols) and modelled (lines) at Southern Old Jack Pine during
summer 2000. Vertical lines indicate period shown inFigs. 2, 4 and 6.

4.5. Daily net ecosystem productivity under
changing temperature-modelling

4.5.1. BEPS
BEPS accurately modelled sinks under lowerTa at

both CR (Fig. 7) and SOJP (Fig. 8). However BEPS
modelled smaller sources under higherTa than were

Table 3
Statistics from regressions of simulated on measured (b,a), and measured on simulated (R2, RMSD), daily net ecosystem productivity (NEP)
during major warming events in summer 2000 at (a) Campbell River (CR) and (b) Southern Old Jack Pine (SOJP)

BEPS Ecosys C-CLASSa C-CLASSm EALCO CTEM

(a) CR
NEP (n = 50)

ba 0.52 1.04 0.47 0.75 0.61 0.52
a (g m−2 d−1) 1.72 1.63 0.70 0.24 1.84 0.38
R2 0.73 0.87 0.62 0.55 0.75 0.42
RMSD (g m−2 d−1) 1.36 0.95 1.60 1.74 1.30 1.98

(b) SOJP
NEP (n = 50)

b 0.76 0.68 0.68 1.20 0.57 0.47
a (g m−2 d−1) 1.30 1.41 0.88 0.13 0.40 0.68
R2 0.52 0.43 0.42 0.36 0.46 0.12
RMSD (g m−2 d−1) 0.74 0.81 0.81 0.86 0.79 1.01

a Y = a + bX from regression of simulatedY on measuredX, R2 and RMSD = coefficient of determination and root mean square for difference
from regression of measuredY on simulatedX.
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measured at both sites (e.g. DOY 177–180 and DOY
216–219 at CR) because earlier midday declines in
CO2 influxes under higherD were not simulated and
CO2 effluxes were slightly smaller than those mea-
sured (Figs. 5a and 6a). Consequently the magnitude of
change between sink and source was only partially cap-
tured with a bias towards sinks (b < 1,a > 0 inTable 3).

4.5.2. Ecosys
Larger modelled versus measured CO2 influxes

(Figs. 5b and 6b) causedecosys to give larger sinks
and smaller sources than measured at both sites (a > 0
in Table 3a and b). However earlier midday declines in
CO2 influxes modelled under higherD allowedecosys
to capture the full extent of change inNEP with warm-
ing at CR (Fig. 7; b → 1 in Table 3a), but only partially
at SOJP (Fig. 8; b < 1 in Table 3b).

4.5.3. C-CLASSa
C-CLASSa accurately modelled sinks under lower

Ta, but gave smaller sources than were measured under
higherTa at CR (Fig. 7) and SOJP (Fig. 8) (a > 0 in
Table 3a and b). The magnitude of change inNEP with
warming was thereby underestimated (b < 1 inTable 3a
and b), even though CO2 effluxes were not underesti-
mated, because earlier midday declines in CO2 influxes
under higherD were not modelled (Figs. 5c and 6c).

4.5.4. C-CLASSm
C-CLASSm gave large declines in midday CO2 in-
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than estimated from measurements during other warm-
ing events (e.g. DOY 216–219) (Fig. 7; b < 1, a > 0 in
Table 3a). Low CO2 effluxes modelled by EALCO at
SOJP were offset by low CO2 influxes (Fig. 6e) so that
changes from sinks to sources modelled during warm-
ing events (e.g. DOY 194–196 and DOY 208–211 in
Fig. 8) were smaller than those measured, but were not
greatly biased (b < 1, a → 0 in Table 3b).

4.5.6. CTEM
CTEM underestimated sources during warming

events before DOY 200 at CR (Fig. 7) and SOJP
(Fig. 8) but underestimated sinks afterwards at both
sites. Smaller changes withTa in modelled versus mea-
suredNEP reduced agreement with measured values
(lower slope (b), coefficient of determination (R2), and
higher root mean squares for differences (RMSD) than
other models inTable 3). Lower variability of mod-
elled versus measuredNEP could have been caused by
simulatingRa andRh at a daily time step so that diur-
nal variation in CO2 effluxes was not modelled. Also,
CTEM used generalized, and not site-specific, values
for Q10 of bothRa (A.4.4) andRh (A.5.2).

4.6. Annual energy and CO2 fluxes

Comparison with annual energy and CO2 fluxes
(Table 4) provided a general test of model response to
diverse environmental signals at an annual time scale,
extending the previous, more constrained test of model
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uxes under higherD (Figs. 5d and 6d), due to the
ensitivity ofVl to D (A.2.1, A.1.13). C-CLASSm als
ave large rises in CO2 effluxes during warming due
he sensitivity ofRh to Ts in A.5.2. These sensitivitie
nabled accurate estimation of sources during wa
eriods at both CR (DOY 177–180 and DOY 216–

n Fig. 7; b → 1 in Table 3a) and SOJP (DOY 179–18
nd DOY 194–197 inFig. 8), but also overestimation

ate summer sources at SOJP (DOY 208–211 inFig. 8;
> 1 in Table 3b). These sensitivities ofNEP to warm-

ng in the model caused bias to be low at both s
a → 0 in Table 3a and b).

.5.5. EALCO
Low CO2 effluxes modelled by EALCO at both sit

Figs. 5e and 6efrom low rate constant forRh of SOC in
.5.1) caused CR in the model to remain a sink du
arming on DOY 177–180, and to be a smaller so
esponse to warming at a seasonal time scale (Table 3).
easurements of annualRn were closely simulated b
ll models (a → 0,b → 1 inTable 4) because measur
hortwave radiation was provided as a model in
easurements ofLE andH used in model testing we
ot corrected for incomplete closure of the energy
nce (yearly average of 0.88 at CR and 0.85 at SO
lopes from regressions of modelled on measuredLE at
R indicated comparable performances by all mo

b → 1) except C-CLASSa, whereLE was underest
ated (b = 0.52 inTable 4a) as seen inFig. 3c. RMSD
etween measured and modelledLE indicated that th
odels could not explain∼30 W m−2 of the measure

uxes, with no significant differences among mod
ost models exceptecosys and C-CLASSm undere

imatedLE at SOJP (b < 0.8 in Table 4b) as seen i
ig. 4. Values ofR2 and RMSD forLE at SOJP wer
omparable to those at CR for all models except B
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Table 4
Statistics from regressions of simulated on measured (b,a), and measured on simulated (R2, RMSD), hourly averaged net radiation (Rn), latent
heat (LE), sensible heat (H) and net CO2 exchange (CO2) during 2000 at (a) Campbell River (CR) and (b) Southern Old Jack Pine (SOJP)

BEPS Ecosys C-CLASSa C-CLASSm EALCO CTEM

(a) CR
Rn (n = 8776)

ba 0.95 1.02 0.90 0.97 0.95 1.01
a (W m−2) −20 5 12 2 1 −9
R2 0.95 0.95 0.98 0.98 0.94 0.96
RMSD (W m−2) 41 41 24 24 43 35

LE (n = 3571)
b 1.16 1.05 0.52 0.91 1.02 0.98
a (W m−2) 12 12 6 12 9 11
R2 0.65 0.62 0.56 0.57 0.58 0.53
RMSD (W m−2) 29 30 32 32 31 33

H (n = 3738)
b 1.07 1.20 1.08 1.08 1.00 1.08
a (W m−2) −20 −66 −76 −60 −51 −39
R2 0.85 0.87 0.89 0.85 0.80 0.80
RMSD (W m−2) 50 46 44 50 58 57

CO2 (n = 3740)
b 0.89 1.04 0.76 0.85 0.83
a (�mol m−2 s−1) 0.8 0.6 0.4 0.7 0.8
R2 0.84 0.79 0.81 0.79 0.84
RMSD (�mol m−2 s−1) 3.4 3.8 3.5 3.8 3.4

(b) SOJP
Rn (n = 7838)

b 0.95 0.98 0.91 1.00 0.93 0.94
a (W m−2) −33 11 2 2 −8 0
R2 0.84 0.96 0.99 1.00 0.94 0.99
RMSD (W m−2) 64 31 15 7 40 18

LE (n = 4476)
b 0.47 0.85 0.68 1.03 0.63 0.75
a (W m−2) −14 −6 −6 −6 −9 −7
R2 0.32 0.68 0.63 0.65 0.62 0.51
RMSD (W m−2) 40 27 29 29 30 34

H (n = 4532)
b 1.08 1.07 0.86 0.94 0.80 0.80
a (W m−2) 29 −17 −20 −11 −9 −13
R2 0.62 0.79 0.79 0.79 0.66 0.75
RMSD (W m−2) 70 52 52 52 66 56

CO2 (n = 4361)
b 0.77 0.79 0.91 1.02 0.56
a (�mol m−2 s−1) 0.2 0.1 0.3 0.2 0.2
R2 0.63 0.61 0.61 0.64 0.58
RMSD (�mol m−2 s−1) 1.8 1.8 1.8 1.8 1.9

a Y = a + bX from regression of simulatedY on measuredX, R2 = coefficient of determination from regression ofY on X, RMSD = root mean
square for error from regression of measuredY on simulatedX.
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and CTEM which experienced occasional convergence
problems at SOJP (Fig. 4a and f). Regression statistics
for LE at both sites were adversely affected by large
LE effluxes measured but not modelled during some
afternoons (e.g. DOY 174, 177 and 179 inFig. 3 and
DOY 233 and 239 inFig. 4). Slopes from regressions
of modelled on measuredH at both CR and SOJP were
slightly larger than those onLE, indicating that energy
dissipation was partitioned somewhat more toH than
to LE in the models than in the eddy covariance mea-
surements.

Slopes from regressions of modelled on measured
CO2 fluxes at CR were similar (b > 0.8) for all models
except C-CLASSa, the slope of which was smaller
(Table 4a) as was the that for summer dailyNEP
(Table 3a). Slopes at SOJP were largest for C-CLASSa
and C-CLASSm (b → 1), lower for BEPS andecosys
(b ∼ 0.8), and lowest for EALCO (b < 0.6) (Table 4b;
also seeFig. 6e). These slopes followed the same order
as those for summer dailyNEP, except for C-CLASSa
(Table 3b). Model theory would suggest that if the
interdependence betweenVl and gl were correctly
parameterized (A.2.1), thenb values for regressions
of modelled on measured CO2 fluxes should have
been similar to those forLE. However C-CLASSa and
EALCO modelled larger and smallerb respectively
for CO2 than forLE at both sites, indicating that their
parameters in A.2.1 may need to be reviewed. The
largem used in EALCO to calculategl (A.2.1) likely
compensated for lowVl (Figs. 5e and 6e; Table 4b)
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a year) andRa + Rh corresponded to that for summer
daily NEP (Table 3) and annual CO2 fluxes (Table 4).
Lower GPP and Ra + Rh from C-CLASSa, EALCO
and CTEM at CR were close to those calculated by
Morgenstern et al. (2004a)from gap-filled eddy co-
variance data using a threshold friction velocity (u∗

th) of
0.3 m s−1 for acceptance of fluxes, and no correction for
incomplete energy balance closure (Table 5). Higher
GPP andRa + Rh from BEPS,ecosys and C-CLASSm
were closer to that estimated byMorgenstern et al.
(2004a)with a 12% correction for incomplete energy
balance closure. TotalRa among the models varied with
GPP (through A.4.5) so thatNPP (=GPP − Ra) from all
models was close to the range of 370–640 g C m−2 y−1

(above-ground) and 770–890 g C m−2 y−1 (total) esti-
mated byKeyes and Grier (1981)for two 40-year-old
Douglas fir stands in nearby Washington State, USA.

The allocation ofNPP between growth (A.4.5,
A.4.6) and litterfall (A.4.7, A.4.8) at CR varied more
widely among the models than didNPP itself, reflecting
greater uncertainty in modelling processes of growth,
allocation and senescence than in modelling those of
C fixation and respiration. BEPS and C-CLASSa al-
located most ofNPP to litterfall leaving little for net
growth, whereasecosys, C-CLASSm and EALCO al-
located about one-half ofNPP to litterfall, leaving a
similar amount for net growth. Bole growth rates of
similarly aged Douglas fir stands measured in the study
area were 12 m3 ha−1 y−1 or 250–300 g C m−2 y−1, in-
dicating that� wood C in BEPS and EALCO were
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n modelingLE (Figs. 3e and 4e). Values of RMSD
etween measured and modelled CO2 fluxes indicated

hat the models could not explain∼3.5�mol m−2 s−1

f the measured fluxes at CR and∼1.8�mol m−2 s−1

f those at SOJP, with no significant differences am
odels. Regression statistics for CO2 fluxes at both

ites were adversely affected by large effluxes m
ured but not modelled during some nights (e.g. D
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ot plotted) and DOY 188 and 189 inFig. 6).

.7. Annual ecosystem C balances

Although CO2 fluxes measured and estimated fr
ddy covariance were simulated with comparable a
acy by most of the models (Table 4), yearly aggregate
f modelled fluxes differed markedly (Table 5a). Mode
anking for annualGPP (=�tVc wheret = time steps in
ikely too low and too high respectively.Rh among the
odels varied withNPP (through litterfall effects onRh

n A.5.1 or on decomposition in A.5.10), so thatNEP
=NPP − Rh) from all models except C-CLASSa we
ithin 90 g C m−2 of NEP estimated from eddy cova
nce data. This value was estimated byMorgenstern e
l. (2004a)to be the systematic bias in annualNEP
ue to methods of data analysis used to calculate
ovariance fluxes. In some models, underestimatio
aily NEP during July and August (Figs. 7 and 8) was
ffset by overestimation during May and June, in
ating the importance of testing for seasonal trend
O2 exchange.
GPP from C-CLASSa and C-CLASSm at SO

ere markedly larger than that estimated from g
lled eddy covariance fluxes (Table 5b), even thoug
lopes from the regression of modelled on meas
uxes for these models were close to 1 (Table 4b).
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Table 5
Annual C balances estimated from site measurements and modelled at (a) Campbell River (CR) and (b) Southern Old Jack Pine (SOJP) during
2000

Estimateda

(g C m−2)
BEPS
(g C m−2)

Ecosys
(g C m−2)

C-CLASSa
(g C m−2)

C-CLASSm
(g C m−2)

EALCO
(g C m−2)

CTEM (g C m−2)

(a) CR
GPP 2120 2474 2590 2076 2504 2000 2151

Ra

Above 837 1586 641 1121 659
Below 680 276 473 426 436
Total 1517 1862 1114 1547 1095 1348

NPP
Above 420 460 546
Below 425 268 360
Total 957 728 962 957 906 803

Litterfall
Above 437 193 217 158 122
Below 362 65 548 206 368
Exudation 122 184
Total 799 383 949 364 490

Rh 567 348 725 608 519 483
Ra + Rh 1730 2084 2210 1839 2155 1614 1831
� wood C 94 353 214 378 417
� soil C 24 42 33
NEP 390 390 380 237 349 388 320
LAI late June 8.5

(b) SOJP
GPP 557 765 792 1028 1207 660 758

Ra

Above 281 293 337 423 298
Below 188 142 229 244 134
Total 469 435 566 667 432 493

NPP
Above 177 203 108
Below 119 154 121
Total 296 357 462 540 229 265

Litter
Above 148 141 143 105 67
Below 103 81 258 107 119
Exudation n/a 69 135 n/a n/a n/a

Total 252 291 536 212 186
Rh 177 271 378 455 146 166
Ra + Rh 646 706 944 1122 578 659
� wood C 39 60 92 206 42
� soil C 64 0 74
NEP 66 118 86 84 85 82 99
LAI late June 2.2

a CR fromMorgenstern et al. (2004a), SOJP fromGriffis et al. (2003)usingu∗
th = 0.3 m s−1 and no correction for energy balance closure.
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GPP from BEPS,ecosys, EALCO and CTEM were
closer to estimated values although slopes from the
regression of modelled on measured fluxes for these
models were less than 1 (Tables 3b and 4b). The low
GPP modelled by EALCO at SOJP was consistent with
low modelled versus measured CO2 fluxes (Fig. 6e,
Table 4b) and dailyNEP (Table 3b), and may be at-
tributed to lowVrmax in A.1.1.Ra among the models at
SOJP varied withGPP as did those at CR. ThusNPP
from C-CLASSa and C-CLASSm greatly exceeded a
NPP of 226 g C m−2 measured byGower et al. (1997)
and Steele et al. (1997)at SOJP in 1994 which was
climatically similar to 2000.

All models except C-CLASSm allocated mostNPP
to litterfall (A.4.7, A.4.8) at SOJP, leaving little for
net growth. Wood growth rates in all models ex-
cept C-CLASSm were consistent with ones of 57 and
59 g C m−2 y−1 measured at SOJP in 1993 and 1994 by
Gower et al. (1997). As at CR,Rh among the models
varied with NPP so thatNEP from all models were
within 30 g C m−2 of that estimated from gap-filled
eddy covariance fluxes, except that from BEPS which
was higher because of comparatively lowRh (Fig. 6a).

In a mature, undisturbed forest,� soil C (including
DOC) is likely to be small in comparison to litterfall,
and should equal total litterfall –Rh –�DIC (dissolved
inorganic C) – (DOC + DIC) lost by runoff and leach-
ing. Because onlyecosys accounted for DOC (A.5.1)
and DIC, these terms were omitted fromTable 5. For
the other models,� soil C should have equalled total
l all
− (C-
C ,
i ll
d be
a

5

5
c

h s fir
s at
S ily
s mer

of 2000. During these periods,θ remained above the
field capacities of the soils at both sites, so that changes
in net CO2 exchange were attributed to atmospheric
rather than soil water status. The ability of the models
in this study to simulate the magnitude of this change
therefore depended upon their ability to simulate:

(1) the effects ofD on gl (A.2.1) and thereby onVl
(A.1.13). All the models in this study simulated the
effects ofD on gl , either directly throughD or in-
directly throughψc (ecosys). However onlyecosys
and C-CLASSm explicitly modelled the effects
of gl on Vl , so that these two models more fully
reproduced the magnitude of the sink – source tran-
sitions measured during warming events (Figs. 5-8;
b → 1 in Table 4). Both these models were able
to simulate the steep declines in diurnal water
use efficiency (WUE) measured under risingD at
both sites (Fig. 9a and b) – C-CLASSm perhaps
too much so. These declines indicated that com-
parative effects ofgl onVl andLE were accurately
modelled under changingD. Models that relied
only on functions ofψs to constraingl , or of ψc

F
d ) and
m ht)
v ld
J

itterfall – Rh. However in some models total litterf
Rh was larger (BEPS and C-CLASSa) or smaller
LASSm) than likely values for� soil C at both sites

ndicating thatRh had not equilibrated with litterfa
uring model spin up. Such equilibration needs to
chieved before future model tests ofRh.

. Discussion

.1. Modelled CO2 and energy exchange under
ontrasting temperature and vapor pressure deficit

Changes from cool to warmTa (>25◦C) and low to
ighD (>2 kPa) caused both the temperate Dougla
tand at CR (Fig. 7) and the boreal jack pine stand
OJP (Fig. 8) to change from a daily sink to a da
ource of CO2 on several occasions during the sum
ig. 9. Water use effeciency (WUE), calculated from CO2 influxes
ivided byLE effluxes, measured by eddy covariance (symbols
odelled (lines) during two days with lower (left) and higher (rig

apor pressure deficitD at (a) Campbell River and (b) Southern O
ack Pine during summer 2000.
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(C-CLASSa, EALCO) orθ (CTEM) to constrain
Vl (A.1.4) generally did not simulate the depress-
ing effect of highD on midafternoon CO2 influxes.
These models also simulated the steep declines in
diurnal WUE, but these were sometimes less than
measured (e.g. C-CLASSa inFig. 9a and b). These
functions likely need to be made more sensitive to
D in conifers because of their low axial hydraulic
conductivity (A.6.6). Models that used empirical
formulations ofgl (BEPS) underestimated diurnal
declines in WUE if these formulations were not
sensitive enough toD (Fig. 9a), but simulated
these declines better if they were (Fig. 9b).
Explicit modelling of the effects ofgl onVl should
be considered in future model development.

(2) the effects of soil and air temperatures onVl
(A1.2, A1.8), Ra (A.4.2, A.4.4) andRh (A.5.2,
A.5.11). Peak CO2 influxes were measured

and modelled around 15–18◦C at CR (Fig. 10)
and SOJP (Fig. 11). CO2 influxes modelled
by BEPS appeared to rise too rapidly at lower
temperatures, most notably at CR (Fig. 10a), in
spite of the adequateQ10 term in A1.2. Models
that used Arrhenius functions in A1.2 (ecosys,
C-CLASSa, EALCO) simulated rises in CO2
influxes with temperature that were more gradual
at CR (Fig. 10b,c,e), and perhaps too gradual at
SOJP (Fig. 11b,c,e). Sharp declines in peak CO2
influxes modelled and measured above 18◦C
were attributed toD effects ongl , most notably
the declines in C-CLASSm (Figs. 10d and 11d)
in which D effects were the most pronounced
(Figs. 5d and 6d). The temperature sensitivity of
Ra + Rh derived from nighttime eddy covariance
measurements was greater than that in most of the
models.Morgenstern et al. (2004a)derived aQ10

F nd me Downward
fl

ig. 10. Net CO2 exchange vs. air temperature modelled (a–e) a

uxes were assigned positive values, and upward fluxes negative valu
asured by eddy covariance (f) at Campbell River during 2000.

es.
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Fig. 11. Net CO2 exchange vs. air temperature modelled (a–e) and measured by eddy covariance (f) at Southern Old Jack Pine during 2000.
Downward fluxes were assigned positive values, and upward fluxes negative values.

of 5.1 withTs at 5 cm whenu∗ > 0.3 m s−1 at CR in
2000.Griffis et al. (2003)derived aQ10 of 3.6 with
Ts at 2cm whenu∗ > 0.35 m s−1 at SOJP in 2000.
These large values of apparentQ10 may partly be
attributed to the larger variation ofTa versusTs
that drove above-groundRa. However these values
suggest that underestimation of rises inRa + Rh
with temperature by some models (e.g. EALCO
in Figs. 5e and 6e) may have been caused by low
Q10 for Rm (A.4.4) and in some casesRh (A.5.2).
This underestimation was apparent in the smaller
rises of CO2 effluxes with temperature modelled
by EALCO at CR (Fig. 10e) and SOJP (Fig. 11e).
The larger rise ofRh with Ts in ecosys (Fig. 5b)
was attributed to higher-order effects of more
rapid Rh (A.5.1) driving more rapid growth of
active microbial biomass (Ma in A.5.7 fromRg in
A.5.6), driving more rapid decomposition (A.5.8)

and DOC production, in turn driving more rapid
Rh (A.5.1) (Figs. 10b and 11b). Among first-order
models ofRh, the larger rise ofRh with soil tem-
perature in C-CLASSm (Figs. 5d, 6d, 10d, 11d)
was driven by largerQ10 for Rh (A.5.2), and in
C-CLASSa (Figs. 5c, 6c, 10c, 11c) by an Arrhe-
nius function with an offset for cold-temperature
adaptation that allowedRh to rise more rapidly
at lower temperatures (A.5.2). Appropriate, and
in some cases greater, sensitivity ofRh and Ra
to temperature needs to be considered in future
model development.

5.2. Limitations of eddy covariance measurements
in evaluating model performances

The confidence with which inferences can be drawn
from the comparison of modelled and measured fluxes
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(Figs. 3–8; Tables 3 and 4) depends upon uncertainty
in the measured fluxes. This uncertainty may be
attributed to two causes:

(1) Eddy covariance measurements are most accurate
under turbulent, well-mixed conditions, but likely
underestimate CO2 and energy fluxes under the sta-
ble boundary layers that frequently develop during
nighttimes. Fluxes recorded under stable condi-
tions (defined here asu∗

th < 0.3 ms−1) were there-
fore excluded from comparison with modelled
fluxes (Table 4). These fluxes were replaced by
estimates based on relationships with key drivers
(solar radiation, soil temperature) whenu∗ > u∗

th
to derive daily (Table 3) and yearly (Table 5) fluxes
(seeBarr et al., 2002for details). Because replace-
ment was required more frequently during nights,
tests of modelled CO2 effluxes versus temperature
were less constrained than were those of CO2 in-
fluxes.

(2) Incomplete recovery by eddy covariance of ab-
sorbed radiant energy (Rn − G) as dissipated heat
(LE + H) has been proposed byTwine et al. (2000)
to correspond with incomplete measurement of
CO2 fluxes. Recoveries of 0.88 at CR and 0.85 at
SOJP indicated thatLE and CO2 fluxes may have
been 13% and 17% larger than those measured. Al-
though the need to replace CO2 fluxes measured
under lowu∗ is generally accepted, the need to
correct CO2 fluxes for incomplete recovery of heat
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The random error is commonly assumed to be less
than 20% (Wesely and Hart, 1985) and because of
its random nature it makes only a minor contribution
to uncertainty of annual totals of NEP (Morgenstern
et al., 2004a). The systematic error was evaluated by in-
tercomparisons between two independent eddy covari-
ance systems at four FCRN sites with eddy covariance
systems, calibration procedures and equipment main-
tenance standards very similar to those at CR and SOJP
(Morgenstern et al., 2004b). For all four sites, turbulent
fluxes ofH,LE and CO2 agreed to within 5%. Since this
is a systematic difference between measurements, this
uncertainty would also be present in the annual sum.
In other studies, uncertainties from lack of turbulence
and incomplete energy recovery, combined with those
from gas sampling and measurement, contributed to
standard errors of 38 W m−2 for LE measured by eddy
covariance over grassland (Twine et al., 2000), and the
greater of 15–20% or 30 W m−2 for that over decidu-
ous forests (Wilson and Baldocchi, 2000). These values
were comparable to root mean squares for differences
(RMSD) between modelled and measuredLE at both
CR (29–33 W m−2) and SOJP (27–40 W m−2). Com-
parisons with eddy covariance fluxes at an annual time
scale were thus unable to distinguish among the ac-
curacies with which mass and energy exchange were
simulated by the different models in this study. How-
ever these comparisons did indicate that variation with
weather inLE and CO2 fluxes was underestimated by
>20% (b < 0.8) by C-CLASSa at CR, and by BEPS,
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energy is not. Therefore this correction was not
plied to the hourly fluxes or their daily and ann
totals used for model testing (Tables 3–5). Regres
sions of modelled on measured fluxes should th
fore have given slopes (b in Table 4) of greater tha
one, and certainly not of much less than one.
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f the turbulent transport process, (2) the system
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C measurements.
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ust be evaluated with respect to uncertainty in an
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o that apparentRa + Rh rose with values selected f
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rom 0.2 to 0.3 m s−1 lowered annualNEP estimated
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pplying au∗

th of 0.35 m s−1 reducedNEP estimated
t SOJP by 38 g C m−2. On the other hand, correcti

or incomplete energy recovery would have raised C2
nfluxes more than CO2 effluxes because influxes we
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usually larger. This correction would have raised es-
timatedNEP by 30 g C m−2 from that reported at CR
(Morgenstern et al., 2004a) and by 12 g C m−2 from
that at SOJP (Griffis et al., 2003). The uncertainty of
annual NEP was estimated to be about 25% at a nearby
FCRN deciduous site, depending on the distribution
of gaps over the year and the treatment of energy bal-
ance closure (Griffis et al., 2003). Differences between
modelled and estimated annualNEP would have to be
larger than differences caused by assumptions in the
estimated values before model divergence from mea-
surements could be inferred.

5.3. Comparison with other modelling of eddy
covariance measurements

The competence of the ecosystem models in this
study to simulate CO2 and energy fluxes was compa-
rable with that of more specialized models that have
been adapted to similar site conditions. The mass and
energy exchange model ofKellomäki and Wang (1999,
2000)used site-specific parameterizations of soil ther-
mal properties, soil respiration, soil surface resistance
to evaporation, plant hydraulic resistance, photosyn-
thetic capacity (Vrmax andJmax from prescribed foliar
N), and ofgl and its responses to environment. When
parameterized at a boreal Scots pine (Pinus sylvetris
L.) site, this model reproduced 72% (b = 1.06) and 61%
(b = 0.51) of variation in half-hourly measurements
of daytime and nighttime CO2 fluxes respectively,
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other models.Law et al. (2000b)parameterized the
multi-layer biosphere-atmosphere gas exchange mod-
els CANPOND (Baldocchi and Meyers, 1998) and
SPA (Williams et al., 1996) from seasonal measures
of soil respiration, temperature and water content,
LAI and maximum leaf CO2 fixation rates (Vrmax and
Jmax) at a semiarid, temperate ponderosa pine (Pinus
ponderosa) site. CANPOND reproduced 30 and 2%
of variation in dailyNEP measured by eddy covari-
ance during 2 years, while SPA reproduced 49 and
28%. The models in this study reproduced 42–87%
of variation in daily NEP measured by eddy co-
variance at CR (Table 3a; Fig. 7), and 12–52% of
that at SOJP (Table 3b; Fig. 8), indicating ongo-
ing progress in reconciling modelled with measured
NEP.

These results indicate that the performances
of comprehensive, generally applicable ecosystem
models can approach those of specialized, site-specific
models. These results also indicate that 20% or more
of variance in CO2 and energy fluxes measured by
eddy covariance remain unexplained by models, even
those with detailed mass and energy transfer schemes.
This variance is likely caused by minute-scale mi-
crometeorological phenomena which create scatter in
the measured fluxes not associated with the half-hourly
to hourly changes in the boundary conditions that
drive modelled fluxes. It may also be explained by
the random error of the flux measurements due to the
statistical nature of the turbulent transport process,
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arameterized independently of site measurem
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The competence of the models in this study

imulate dailyNEP also compared well with that
ommonly assumed to be less than 20% (Wesely
nd Hart, 1985). This unexplained variance limits t
xtent to which eddy covariance data can be use
iscriminate among alternative model hypotheses
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Key algorithms used in the models (N/A = not applicable or available)
BEPS ecosys C-CLASSa C-CLASSm EALCO CTEM

A.1 CO2 fixation
A.1.1 maximum

rubisco-limited CO2
fixation rateVrmax

60�mol m−2 s−1 at 25◦C for
all forest types

40�mol g−1 activated rubisco s−1

at 25◦C for all C3 plants
90�mol m−2 leaf area s−1

at24◦C (SOJP) or at 27◦C
(CR) when leaf structural
N > 70 g kg−1 structural C

49�mol m−2 leaf area s−1−
at 25◦C and top of canopy
(Vrmax(0)) for sunlit leaves:

Vc max(0)
1−exp(−(kN+kb)L)

kN+kb
for shaded leaves:
Vc max(0)

{
1−exp(−kNL)

kN
−

1−exp(−(kN+kb)L)
kN+kb

}
kN = foliar

nitrogen content decay
coefficient (0.14)kb = beam
radiation extinction
coefficientL = LAI

30�mol m−2 leaf area s−1 at
25◦C and leaf C:N = 20

60�mol CO2 m−2 leaf area
s−1 at 25◦C

A.1.2 temperature effect on
rubisco-limited CO2
fixation rateVr

2.325−T/10 Arrhenius function of canopy
temperature:
Ea = 57.5 kJ mol−1 with low
and high temperature
inactivation and offset of
+4.5◦C at SOJP and +3.0◦C
at CR

Arrhenius function of canopy
temperature:
Ea = 57.5 kJ mol−1 with low
and high temperature
inactivation and optimum of
24.0◦C at SOJP and +27◦C
at CR

(
Tleaf−Tmin
Topt−Tmin

)(
Tmax−Tleaf
Tmax−Topt

)
,

Tmin =−2◦C, Topt = 35◦C,
Tmax= 50◦C

Arrhenius:
Ea = 57.5 kJ mol−1. Optimum
temperature set at 20◦C

f25(Q10)

{[1 + exp{0.3(Tc − Tup)}]
[1 + exp{0.3(Tlow − Tc)}]}

,

f25(Q10) = Q10
0.1(Tc−25),

Tlow is −5◦C, Tup is 34◦C

A.1.3 nitrogen effect onVr 0.75 for coniferous forests 1.0
for broadleaf forests

Rubisco concentration =f(leaf
structural N:C) rubisco
activation =f(leaf
non-structural N:C)

f (leaf structural N:C), mod-
ified by f (leaf non-structural
N:C)

N/A Vrmax −2 (C:N-20) range
10–45

N/A

A.1.4 water effect onVr Through effect ongc in A.2.2 f(e−bψ
T), b = 3,

ψT =ψc −ψπ
(exp(µw(ψc −ψ0)/(10RTc))30,
ψ0 =−80 m,
µw = 0.018 kg mol−1,
R = 8.314 J mol−1 K−1

min
(

1,
3(θs−θmin)
θmax−θmin

)
,

θs = root zoneθ,
θmin = minimumθ (0.05),
θmax= porosity

(COS(πψc/ψmax) + 1.0)/2.0,
ψmax=−350 m

1.0 − (1.0 − β)n, n =
2, β(θ) =
max

[
0,min

(
1,

θ−θwilt
θfield−θwilt

)]

A.1.5 CO2 effect onVr 30× 2.125−t/10 pa Km = 12.5�M Km = 12.5�M Km = 12.5�M N/A
A.1.6 maximum electron

transport rateJmax

Jmax= 29.1 + 1.64× Vcmax 360�mol g chlorophyll s−1 at
25◦C for all C3 plants

180�mol m−2 leaf area s−1

at 24◦C (SOJP) or at 27◦C
(CR) and leaf structural
N > 70 g kg−1 structural C

2.7× Vrmax 50�mol m−2 leaf area s−1 at
25◦C

N/A

A.1.7 irradiance effect on
electron transport rate
J

JmaxI
I+2.1Jmax

(QI + Jmax− ((QI + Jmax)2 − 4α,
QIJmax)0.5)/2α,
Q = 0.45�mol�mol−1,
α= 0.75

(QI + Jmax− ((QI + Jmax)2 − 4α,
QIJmax)0.5)/2α,
Q = 0.45�mol�mol−1,
α= 0.8

(QI + Jmax− ((QI + Jmax)2 − 4α,
QIJmax)0.5)/2α,
Q = 0.20�mol�mol−1,
α= 0.7

J ={QI + Jmax− [(QI + Jmax)2

− 4α, QIJmax]0.5}/2α;
Q = 0.45�mol�mol−1 = 0.8

Q(1 -	)I,
Q = 0.40�mol�mol−1,
	 = scattering coefficient

A.1.8 temperature effect on
J

As for Vrmax in A.1.2 As forVrmax in A.1.2 As forVrmax in A.1.2 As forVrmax in A.1.2 As forVrmax in A.1.2 As forVrmax in A.1.2

A.1.9 nitrogen effect onJ As for Vrmax in A.1.3 Chlorophyll
concentration =f(leaf
structural N:C), chlorophyll
activation =f(leaf
non-structural N:C)

As for Vrmax in A.1.3 As forVrmax in A.1.3 Jmax− 5 (C:N-20) range
20–120

As for Vrmax in A.1.3
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Appendix A (Continued)
BEPS ecosys C-CLASSa C-CLASSm EALCO CTEM

A.1.10 water effect onJ N/A As for Vrmax in A.1.4 As forVrmax in A.1.4 As forVrmax in A.1.4 As forVrmax in A.1.4

A.1.11 quantum efficiencyε (Ci −Γ * )/(4.5Ci + 10.5Γ *) (Ci −Γ * )/(4.5Ci + 10.5Γ *) (Ci −Γ *)/(4.5 Ci + 10.5�* )
(Ci−Γ ∗ )

4(Ci+2Γ ∗ )
(Ci −Γ * )/(4.5Ci + 10.5Γ *)

A.1.12 light-limited CO2 fixation rateVj Jε Jε Jε Jε Jε
A.1.13 leaf CO2 fixation rateVl min(Vr ,Vj) - Rd: Rd = dark

respiration
Iterative solution forCi such
that: min(Vr ,Vj) = gl
(Ca − Ci)

min(Vr ,Vj) Iterative solution of:
min(Vr ,Vj) –Rd = gc

(Ca − Ci), Rd = dark
respiration

min(Vr ,Vj) β1V2 − V(Vr + Vj) + VrVj = 0,
β2A2 − A0(V + Vs) + VVs = 0,
β1 andβ2 = curvature
coefficients >0.9 and <0.99,
V = smoothed average ofVr

andVj, A = smoothed average
of V and the capacity to
export or utilize
photosynthesis products (Vs)

A.2 stomatal conductance
A.2.1 leaf conductancegl gl = 1/r,

r = rminf(T)f(D)f(ψ)f(R),
f (T ) = 1

1−0.0016(25−T )2
,

f(D) = 1/(1 + 2.29D) (CR),
f(D) =( 0.161–0.068)
(1 + 0.355D)/(0.161–0.068
(1 + 0.355D)) (SOJP)f (ψ) =

4∑

i=1

f (ψi)wi, wi =

Ri/ψi∑4

i=1
Ri/ψi

wi is the root

fraction in layerif (R) =
1000

1000+Rmin

R+Rmin
R

, Rmin =
30

glmax = Vl /(Ca − Ci) glmin + mVlH/Ca,
glmin = 0.0001 m s−1, m = 6,
H = RH

glmin + mfwVl /{(Ci −Γ )
(1 +D/D0)},
glmin = 0.01 mol m−2 s−1,
m = 3, fw from θ as in A.1.4,
D0 = 2 kPa (CR), 4 kPa
(SOJP)

glmin + mVlH/Ca,
glmin = 0.0001 m s−1, m = 9,
H = RH

N/A

A.2.2 water effect ongl if ψ < −100 kPa, f (ψi) =
1 +( −ψi−100

100

)0.75
, else,

f (ψ1) = 1,ψ = soil water
potential (kPa)

rl = rlmin + (rlmax −
rlmin)e−bψT , rl =
g−1

l
from A.2.1, rlmin =

g−1
lmax

from A.2.1, ψT =
ψc − ψπ, b = 5

Through water effect onVr ,
Vj in A.1.4

Throughθ on Vr , Vj in A.1.4
and ongl in A.2.1

Through water effect onVr ,
Vj in A.1.4

Through water effect onVr ,
Vj in A.1.4

A.2.3 canopy conductancegc gl,sunlit Al,sunlit + gl,shaded
Al,shaded

∑
glAl : Al is the area of

leaf surface with spatial
resolution defined below

gl,sunlit Al,sunlit + gl,shaded
Al,shaded

gl,sunlit Al,sunlit + gl,shaded
Al,shaded

gl,sunlit Al,sunlit + gl,shaded
Al,shaded

gcmin + mAnp/{(Ci −Γ )
(1+D/D0)},
gcmin = 0.01 mol m−2 s−1,
An = A − leaf respiration,
p = surface pressure (Pa)
m = 6, D0 = 2 kPa

A.2.4 leaf spatial resolution Sunlit and shaded fractions
depending on solar zenith
angle

Species, branch, layer, node,
azimuth, inclination, sunlit
vs. shaded depending on solar
zenith angle, clumping

Sunlit and shaded fractions
depending on solar zenith
angle

Sunlit and shaded fractions
depending on solar zenith
angle

Multilayer with explicit
crown shape and stand
distribution, sunlit vs. shaded

Big leaf, or sunlit and shaded
fractions depending on solar
zenith angle

A.3 nitrogen
A.3.1 maximum N uptake N/A 1.4× 10−6 g NH4

+ or NO3
−

m−2 root area s−1 at
25NH4

+ ◦C

1.4× 10−6 g N m−2 root area
s−1 at 24◦C (SOJP) or at
27◦C (CR)

N/A 1.4× 10−6 g N m−2 root area
s−1 at 25◦C

N/A

A.3.2 soil N effect on N uptake N/A Km = 0.35 g NH4
+ or NO3

−
m−3 water

Km = 0.35 g N m−3 water N/A Km = 0.35 g N m−3 water N/A
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A.3.3 soil temperature effect on N uptake N/A Arrhenius function of root
temperature:
Ea = 57.5 kJ mol−1 with low
and high temperature
inactivation and offset of
+4.5◦C at SOJP and +3.0◦C
at CR

Arrhenius function of root
temperature:
Ea = 57.5 kJ mol−1 with low
and high temperature
inactivation and optimum of
24.0◦C at SOJP and 27◦C at
CR

N/A Arrhenius:
Ea = 57.5 kJ mol−1

N/A

A.3.4 plant N effect on N uptake N/A NH4
+ or NO3

− uptake =f
(root non-structural C:N:P)

f (root non-structural C:N) N/A f (root N concentration) N/A

A.3.5 plant N/C
Leaves N/A 0.05 max. (conifers), varies

with leaf non-structural
C:N:P ratio

0.0625 max., varies with
shoot non-structural N:C ratio

N/A 0.047 varies with leaf C:N
assimilation

N/A

Twigs N/A 0.02 0.0167 N/A 0.016 varies with sapwood
C:N assimilation

N/A

Roots N/A 0.02 0.02 N/A 0.024 varies with root C:N
assimilation

N/A

Wood N/A 0.0025 0.00135 N/A 0.002 N/A
A.4 autotrophic respiration

A.4.1 total autotrophic respirationRa Rgi + Rmi, Rg = growth
respiration,
Rm = maintenance
respiration,i = leaf, wood or
root

Ra
′Cnf (T )f (Cn :

Nn), Ra
′ =

4.17× 10−6 s−1 at 25◦C,
Cn = non-structural C,
Nn = non-structural N

Ra
′Cnf (T )f (Cn :

Nn), Ra
′ =

4.17× 10−6 s−1 at 24◦C
(SOJP) or at 27◦C (CR),
Cn = non-structural C,
Nn = non-structural N

Rgi + Rmi, Rg = growth
respiration,
Rm = maintenance
respiration,i = leaf, wood or
root

Rgi + Rmi, Rg = growth
respiration,
Rm = maintenance
respiration,i = leaf, wood or
root

Rgi + Rmi, Rg = growth
respiration,
Rm = maintenance
respiration,i = leaf, wood or
root

A.4.2 temperature effect onRa Through effects onRm, Vc Arrhenius function of canopy
or root temperature:
Ea = 57.5 kJ mol−1 with low
and high temperature
inactivation and an offset of
+4.5◦C at SOJP and +3.0◦C
at CR

Arrhenius function of canopy
or root temperature:
Ea = 57.5 kJ mol−1 with low
and high temperature
inactivation and optimum of
24.0◦C at SOJP and 27◦C at
CR

Through effects onRm, Vc Through effects onRm, Vc Through effects onRm, Vc

A.4.3 maintenance respirationRm Leaf:
1.16× 10−7 gC g−1 C s−1

stem:2.31× 10−8 gC g−1

C s−1, root:
1.74× 10−8 gC g−1 C s−1 at
25◦C

3.2× 10−6 gC gN−1 s−1 at
25◦C

2.3× 10−6 gC gN−1 s−1 at
25◦C

Leaf:
1.5× 10−5 gC m−2 area s−1

sapwood:
2.3× 10−9 gC g−1 C s−1

coarse root:
4.3× 10−9 g C g−1 C s−1

fine root:
1.14× 10−7 g C g−1 C s−1 at
25◦C

2.06× 10−6 gC gN−1 s−1 at
25◦C

Leaf: 0.015Vl (C3) 0.025Vl
(C4), wood:
1.37× 10−8 g C g−1 C s−1 × lfw,
root:
4.53× 10−8 g C g−1 C s−1 × lfr
at 25◦C,
lfw,r = max(0.05,min(exp(−0.2835
Cw,r),1.0))

A.4.4 temperature effect onRm 2.3T−25/10 Q10 = 2.25, based on canopy
or root temperature

Q10 = 2.0, based on canopy or
root temperature

Q10,leaf= 2.0,Q10,wood= 1.7,
Q10,root= 1.9, based on
canopy or soil temperature

Q10,leaf= 2.1,Q10,wood= 1.3,
Q10,root= 1.9, based on
canopy or soil temperature

Q10 = 3.22–0.046T

A.4.5 growth respirationRg 0.2Vc max(0,Ra − Rm) max(0,Ra − Rm) 0.15 (Vc − Rm) 0.24 (Vc − Rm) max(0, 0.30 (Vc − Rm))
A.4.6 growth yields N/A

Leaves 4.0 g C g R−1
g 2.6 g C g R−1

g 2.44 g C g R−1
g 0.57 of C used for leaf growth

(=0.57/0.43???)

Non-foliar 4.0 g C g R−1
g 3.2 g C g R−1

g 2.44 g C g R−1
g 0.57 of C used for sapwood

growth

Roots 4.0 g C g R−1
g 3.2 g C g R−1

g 2.44 g C g R−1
g 0.57 of C used for root growth

Wood 4.0 g C g R−1
g 4.0 g C g R−1

g Transformed from dead
sapwood

Sapwood
senescence-sapwood litterfall
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BEPS ecosys C-CLASSa C-CLASSm EALCO CTEM
A.4.7 senescence respirationRs N/A max(0,Rm − Ra) max(0,Rm − Ra) N/A
A.4.8 litterfall N/A Rs (1− Fs)/Fs, Fs = fraction

of leaf, twig or root C that is
remobilizable

Rs (1 –Fs)/Fs + phenology-
driven turnover,Fs = fraction
of leaf, twig or root C that is
remobilizable

sum of
biomasses× prescribed
turnover rates for leaf, wood
and root

Phenology-driven turnover
based on accumulated
temperature

Turnover for leaf from
specified life span of 2.5 year,
and from cold and drought
stress. Turnover for stem of
50 year and root of 7.6 year.

A.5 Heterotrophic respiration
A.5.1 total heterotrophic respirationRh Dc (1− �),

Dc = decomposition in A.5.8,
ε= 0.4–0.7, depending on C
pools

R′
h
Ma[Cd]/(Kr +

[Cd])f (Ts), f (C : N :
P), R′

h
= 3.125×

10−5 g C gmicr.C−1 s−1 at
25◦C, Ma = active microbial
C g m−2,
[Cd] = [DOC] g m−3,
Kr = 36 g C m−3

Dc (1− ε),
Dc = decomposition in A.5.8,
ε= 0.5 (CH2O), 0.3
(cellulose), 0.2 (lignin), 0.4
(active SOC), 0.2 (slow
SOC), 0.2 (humus)

Rlitter + Rsoil, Rsoil = R′
soil

Cs f(Ts) f(θs), R′
soil

=
6.24× 10−8 g C g−1 C s−1

at 25◦C, Cs = SOC,
Rlitter = R′

litter
Cl f(Ts) f(θs),

R′
litter

=
9.60× 10−8 g C g−1 C s−1

at 25◦C, Cl = litter C,
Ts = temperature of top soil
layer (0–10 cm)

Dc (1− ε),
Dc = decomposition in A.5.8,
ε= 0.5 (CH2O), 0.3
(cellulose), 0.2 (lignin), 0.4
(active SOC), 0.2 (slow
SOC), 0.2 (humus)

Rlitter + Rsoil, Rsoil = R′
soil

Cs f(Ts) f(θs), R′
soil

=
1.95× 10−8 g C g−1 C s−1

at 25◦C, Cs = SOC,
Rlitter = R′

litter
Cl f(Ts) f(θs),

R′
litter

=
7.0 × 10−8 g C g−1 C s−1 at
25◦C, Cl = litter C

A.5.2 temperature effect onRh e308.56(1/35+46.032−1/T+46.32) Arrhenius function of soil
temperature:
Ea = 57.5 kJ mol−1 with low
and high temperature
inactivation and an offset of
+4.5◦C at SOJP and +3.0◦C
at CR

Through effect onDc in
A.5.11

Q10 = 4.0 Through effect onDc in
A.5.11

Q10 = exp(2.04 (1-Ts/Topt)),
Topt = 36.9◦C

A.5.3 water effect onRh Through the effect on
decomposition (A.5.12)

R′
h
QO2/Q

′
O2

QO2 =
O2 uptake, Q′

O2
=

O2 demand

Through effect onDc in
A.5.12

{θ/(0.5θFC − θ)}× {0.5θs/
(0.5θs + θ)}, Rsoil only),
θFC = field capacity,
θs = saturation

Through effect onDc in
A.5.12

max(0,min(1,(1− {log(|ψ|)
− log(|ψ|mn)}/{log(|ψ|mx)
− log(|ψ|mn)}))),
|ψ|mx = 100 MPa
|ψ|mn = 0.06 MPa

A.5.4 maintenance respirationRm N/A 3.33× 10−6 g C g micr.
N−1 s−1 at 25◦C

N/A N/A N/A N/A

A.5.5 effect of temperature onRm N/A Q10 = 2.25 N/A N/A N/A N/A
A.5.6 growth respirationRg N/A max(0,Rh − Rm) N/A N/A N/A N/A

A.5.7 growth yield N/A 1.5 gMa g R−1
g (aerobic) N/A N/A N/A N/A

A.5.8 decompositionDc

∑
KdiCif (T )f

(
θ
θs

)
: Kd

is the rate constant

Kd Ma Co/(Co + Kc) f (Ts),
Kd = rate constant,
Ma = active microbial C,
Co = SOC,Kc = SOC at 1/2
Dcmax

Kd Co f(Ts) f(ψs) f(Co:No),
Kd = rate constant,Co = SOC,
No = SON

KdCl , Kd = rate constant,
Cl = total litter C, calculated
for litter C to SOC only

Kd Co f(T) f(ψ) f(αN),
Kd = rate constant,Co = SOC,
αN = C:N ratio

0.43Rlitter 0.43Rsoil

A.5.9 decomposition rate constants for soil
poolsKds

2.67× 10−7 s−1 (surface
microbe), 3.62× 10−7

(1− Fclay and silt) s−1 (soil
microbe), 7.08× 10−9 s−1

(slow), 1.43× 10−10 s−1

(passive)

5.21× 10−6 g C gM−1
a s−1

(POC),
1.04× 10−6 g C gM−1

a s−1

(humus) at 25◦C

1.16× 10−7 s−1 (active)
3.47× 10−9 s−1 (slow),
9.28× 10−12 s−1 (humus) at
24◦C (SOJP) or at 27◦C
(CR)

N/A 1.16× 10−7 s−1 (active)
3.47× 10−9 s−1 (slow),
9.28× 10−12 s−1 (humus) at
25◦C

N/A
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A.5.10 decomposition rate constants for lit-
ter poolsKdl

1.52× 10−7 × e(−3L) s−1

(leaf structural),
7.40× 10−7 s−1 (leaf
metabolic),
1.97× 10−7 × e(−3L) s−1

(leaf structural),
1.14× 10−6 s−1 (leaf
metabolic),
1.41× 10−7 × e(−3L) s−1

(woody),L = lignin content

2.08× 10−4 g C gM−1
a s−1

(protein, CH2O),
3.125× 10−5 g C gM−1

a s−1

(cellulose),
5.21× 10−6 g CM−1

a s−1

(lignin), at 25◦C

2.56× 10−6 s−1 (CH2O),
3.67× 10−7 s−1 (cellulose),
1.16× 10−7 s−1 (lignin), at
24◦C (SOJP) or at 27◦C
(CR)

N/A 2.56× 10−6 s−1 (CH2O),
9.67× 10−7 s−1 (cellulose),
1.16× 10−7 s−1 (lignin), at
25◦C

N/A

A.5.11 temperature effect on
decomposition

e308.56(1/35 + 46.032−1/T + 46.32) ArrheniusEa = 57.5 kJ mol−1

with low and high
temperature inactivation and
an offset of +4.5◦C at SOJP
and +3.0◦C at CR

ArrheniusEa = 57.5 kJ mol−1

with low and high
temperature inactivation and
optimum of 24.0◦C at SOJP
and 27◦C at CR

Q10 = 4.0 Arrhenius:
Ea = 57.5 kJ mol−1. optimum
T = 35◦C

A.5.12 water effect on decomposition coarse soil 5.44
(
θ
θs

)
−

5.03
(
θ
θs

)2
−

0.472, medium to fine soil

5.63
(
θ
θs

)
− 4.64

(
θ
θs

)2
−

0.710

Kc =
K′

c{1 + [Ma/θ]/K′
i
},K′

c =
75 g C Mg−1, K′

i
=

25 g Cm−3

(exp(µw(ψc −ψ0)/(10RTc))30:
ψ0 =−0.33 m;
µw = 0.018 kg mol−1,
R = 8.314 J mol−1 K−1

−0.097×log(ψ/100) + 0.552

A.6 evapotranspiration
A.6.1 canopy transpirationEc Penman-Monteith equation

with sunlit and shaded leaf
conductance

(ec(Tc) − ea)/(rc + ra),
es = canopy vapor
concentration (g m−3),
ea = atmospheric vapor
concentration (g m−3),
ra = aerodynamic resistance
(s m−1), rc = 0.64 g−1

c

(es(Tc) − ea)/(rc + ra),
es = saturated vapor
concentration (g m−3),
ea = atmospheric vapor
concentration (g m−3),
ra = aerodynamic resistance
(s m−1), rc = 0.64 g−1

c

(es(Tc) − ea)/(rc + ra),
es = saturated vapor
concentration (g m−3),
ea = atmospheric vapor
concentration (g m−3),
ra = aerodynamic resistance
(s m−1), rc = 0.64 g−1

c

(es(Tc) − el )/rc,
es = saturated vapor
concentration (g m−3),
ea = vapor concentration at
leaf surface (g m−3),
rc = 0.64 g−1

c

(es(Tc) − ea)/(rc + ra),
es = saturated vapor
concentration (g m−3),
ea = atmospheric vapor
concentration (g m−3),
ra = aerodynamic resistance
(s m−1), rc = 0.64 g−1

c
A.6.2 canopy interception Penman-Monteith equation

with zero resistance
(es(Tc) − ea)/ra (es(Tc) − ea)/ra (es(Tc) − ea)/ra (es(Tc) − ea)/ra

A.6.3 litter evaporation Combined with soil (el(Tl )
− ea)/(ra + rb),

el(Tl )
= vapor concentration at

litter surface (g m−3),
rb = aerodynamic resistance
of plant canopy (s m−1)

Incorporated into soil surface
evaporation

Treated as ground surface Incorporated into soil surface
evaporation

A.6.4 soil surface evaporation Penman-Monteith equation
with soil resistance

(es(Ts) − ea)/(ra + rb + rl ),
es(Ts) = soil surface vapor
concentration (g m−3),
rl = diffusive resistance of
litter (s m−1)

(es(Ts) − ea)/ra, es(Ts) = soil
surface vapor concentration
(g m−3)

Zero when stable, otherwise
calculated fromD at ground
surface and free convection
equation

(es(Ts) − ea)/(ra + rac),
es(Ts) = soil surface vapor
concentration (g m−3),
rac= canopy modifiedra

=zero when stable, otherwise
calculated fromD at ground
surface and free convection
equation

A.6.5. soil water flow Richards Richards or Green-Ampt,
Poiseuille, Manning

Richards Richards Richards Richards
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