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a b s t r a c t

Hydrological simulations at multi-temporal time scales by a widely used land surface model (LSM) are
investigated under contrasting vegetation and meteorological conditions. Our investigation focuses par-
ticularly on the effects of two different representations of root water uptake and root profile on simulated
evapotranspiration (ET) and soil moisture by the Integrated BIosphere Simulator (IBIS). For this purpose,
multi-year eddy covariance measurements, collected at four flux-tower sites across North America, were
used to gauge IBIS simulations with: (a) its standard version (IBIS2.1), in which static root water uptake
(RWU) and root profile schemes are incorporated; and (b) a modified version in which dynamic RWU and
root profile schemes replaces the static schemes used in the standard version. Overall, our results suggest
that the modified version of the model performs more realistically than the standard version, particularly
when high atmospheric demand for evaporation is combined with high atmospheric vapour pressure def-
icit and low soil water availability. The overall correlation between simulated and measured monthly ET
rates at the simulated sites reached 0.87 and 0.91 for the standard and the modified versions, respec-
tively. Our results also show that the incorporation of the dynamic RWU in IBIS yields improved simula-
tions of ET under very dry conditions, when soil moisture falls down to very low levels. This suggests that
adequate representations of vegetation responses to drought are needed in LSMs as many state of the art
climate models projections of future climate indicate more frequent and/or more intense drought events
occurring in some regions of the globe. Our analysis also highlighted the urgent need for adequate meth-
odologies to correct field measurements that exhibit energy imbalances in order to provide rigorous
assessments of land surface model simulations of heat and mass exchanges between the land surface
and the atmosphere.

� 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Adequate simulations by land surface models (LSMs) of the
Earth’s surface hydrological processes at multiple spatio-temporal
scales is one of the most challenging issues in modern environ-
mental science. In particular, correct partitioning among the vari-
ous components of the water budget is important for several
reasons, including reliable climate predictions [41], the investiga-
tion of land use change on small and large hydrological basins
[44,45], the enhancement of Earth’s water resources management
strategies [16], the improvement of global and regional estima-
tions of pollutant transport by rivers [22,62], the quantification
of the separate effects of human land use and climate variability
on potential future global and regional scarcity of fresh water
resources [63], and potentially, to help avoid conflicts over water
resources between neighboring countries [5,58]. Unsurprisingly

then, an important research focus has been, for more than a dec-
ade, the improvement of hydrological simulations in LSMs
[10,17,18,23,26,51,56,64].

Several approaches have been developed over the last three
decades to model land surface water budgets [43,64,29,44]. The
current diversity of schemes to represent terrestrial hydrology
ranges from purely simple empirical models to process-oriented
models that incorporate detailed descriptions of soil and canopy
physics. The latter class is generally recognized to be the most suit-
able for investigating land surface hydrology, and its responses to
climate variability [2,43]. Moreover, several recent studies have
suggested that better representations of root water uptake and
root profile are needed within existing hydrological models to bet-
ter capture the effects of vegetation on surface hydrology
[4,13,21,28,29,37].

The Integrated BIosphere Simulator (IBIS) is an LSM that
incorporates a physically based approach to simulate land
surface hydrology [30]. It is a dynamic vegetation model, where
canopy and soil physics are simulated using the LSX Soil-Vegeta-
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tion–Atmosphere-Transfer scheme [52], coupled to a carbon ex-
change module [30]. Recently, Li et al. [45, hereafter referred to as
L05] proposed a new representation of the soil water stress effect

on plant transpiration simulated by IBIS, which improved annual
runoff simulations in two basins located in West Africa. That is,
the L05 study showed potential as a general improvement of hydro-
logical simulations within IBIS. Nevertheless, validation of the new
scheme is still needed for two main reasons. Firstly, L05 did not ad-
dress the effects of their new representation on root water uptake
(RWU) by vegetation, and hence on canopy evapotranspiration. Sec-
ondly, proper validation generally requires field measurements col-
lected from a range of contrasting environmental conditions, and
over multiple temporal scales.

The objective of this study is to compare the performance of the
standard version of IBIS (IBIS-st) [30,42], with a new version (IBIS-
mod) that incorporates a slightly modified form of the L05 scheme
coupled to a rooting depth scheme suggested recently by Arora and
Boer [4]. The validation data are multi-year field measurements of
soil moisture and evapotranspiration, collected at several eddy
covariance measurement sites in the Fluxnet research network
established across North America (http://www.fluxnet.ornl.gov/
fluxnet/index.cfm). These sites were selected to be representative
of a wide range of vegetation types and environmental conditions,
including boreal and temperate broadleaf forests, a temperate
coniferous forest, and a warm grassland ecosystem.

2. Description of IBIS’s hydrological module

2.1. Original model

IBIS enables the simulation of ecosystem processes that operate
at different time scales (ranging from minutes/hours to years)
within a single framework. These processes include soil and can-
opy physics, canopy physiology, vegetation phenology, soil biogeo-
chemistry, and long-term vegetation dynamics (competition,
mortality, large-scale disturbances). The model simulates six soil
layers of a total depth of 6 m. Going from the surface to the bottom
soil depth, layer thicknesses are 10 cm (0–10 cm), 15 cm (10–
25 cm), 25 cm (25–50 cm), 50 cm (50–100 cm), 100 cm (100–
200 cm) and 200 cm (200–400 cm), respectively. Here, we describe
only IBIS’s hydrological component. Complete descriptions of the
model can be found in Foley et al. [30] and Kucharik et al. [42].

In IBIS, as in many land surface models, vertical soil water
movement is simulated according to Richards’ equation for unsat-
urated flow which combines Darcy’s Law and the mass continuity
equation [12,65]. Thus, the instantaneous vertical variation in vol-
umetric soil moisture content, h, is expressed as:

@h
@t
¼ @

@z
D
@h
@z

� �
þ @K
@z
� Sðt; zÞ; ð1Þ

where D is the vertical soil water diffusivity, K is the hydraulic con-
ductivity, and S(t,z) is the sink term. The terms t and z (positive up-
ward) represent the time and space coordinates, respectively, hence
S(t,z) represents water uptake by roots, which equates total plant

Table 1
Values of k as given in Li et al. [5].

Case ha in the upper 1/3 depth ha in the lower 2/3 depth k

1 <0.2 >0.5 0.50
2 <0.2 0.2–0.5 0.75
3 0.2-0.5 >0.5 0.75
4 0.2-0.5 <0.2 1.25
5 >0.5 0.2–0.5 1.25
6 >0.5 <0.2 1.50

Others 1.00

Table 2
Values of b and calculated K as a function of soil texture. K was calculated following
the procedure explained in Campbell and Norman [12, Chapter 9].

Soil texture class b K

Sand 1.7 19.91
Loamy sand 2.1 9.97
Sandy loam 3.1 3.19
Loam 4.5 1.85
Silt loam 4.7 1.50
Sandy clay loam 4.0 1.91
Clay loam 5.2 1.35
Silty clay loam 6.6 0.92
Sandy clay 6.0 1.13
Silty clay 7.9 0.75
Clay 7.6 0.81

Fig. 1. Maximum root water uptake as modeled in standard and modified versions
of IBIS (IBIS-st and IBIS-mod, respectively). W is the generic soil maximum soil
water uptake algorithm used in IBIS-st, while the U traces are new soil texture-
dependent formulations (See Eqs. (5) and (12), respectively).

Table 3
Key ecological, climatic, and soil conditions at the experimental sites that were selected for our study. For temperature and precipitation, shown values are 1961–1990 normals.

Campbell River (BC, Canada) BOREAS-SSA (SK, Canada) Walker branch watershed
(TN, USA)

Little Washita
watershed (OK, USA)

Symbol CR SOA WBW LW
Vegetation type Temperate coniferous

(mature Douglas-fir forest)
Boreal broadleaf deciduous
forest (old aspen)

Temperate broadleaf deciduous
forest (mature oak)

Warm (C4) tall grasses

Geographical coordinates (latitude/longitude) 49.87 N/125.34 W 53.63 N/ 106.20 W 35.96 N/ 84.29 W 34.96 N/96.68 W
Elevation (m) 300 601 365 500
Mean temperature (�C) 9.4 �0.4 13.9 16.1
Annual precipitation (mm) 1369 368 1355 805
Soil texture Sandy Silty loam Silty loam Clay loam
Maximum LAI 6.7 4.5 6 3
Canopy height (m) 33 21 25 0.5
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transpiration (T). In IBIS, T is calculated as the sum of transpiration
rates from each of upper and lower vegetation canopy layers, while
transpiration from each layer is calculated as:

Tvl ¼
qsvl

ð1þ rvlsvlÞ
1� f wet

vl

� �
½qsatðT leaf ;vlÞ � qv l�Lv l; ð2Þ

where q (kg m�3) is the dry air density near the surface, s (m s�1) is
a vegetation-atmosphere heat transfer coefficient, fwet is the wet
fraction of leaf area index (liquid or snow), r (s m�1) is the stomatal
resistance, qsat (kg kg�1) is the specific humidity of the air within

the canopy, Tleaf is the leaf temperature, and L is the single sided leaf
area index. The subscript vl denotes either upper or lower vegeta-
tion layers.

For a given soil layer i, root water uptake, RWUi (kg [H2O]
m�2 s�1), is calculated in IBIS as the product of plant transpiration,
T (kg [H2O] m�2 s�1), and the water uptake fraction, Fi, as:

RWUi ¼ T � Fi; ð3Þ

where Fi is a function of both root distribution and soil water avail-
ability, W, given by:

Fig. 2. Simulated versus measured (1:1 line) daily net radiation. Simulations in the left (circles) and right (triangles) panels correspond to standard and modified versions
simulations, respectively. a and b: CR-Douglas-fir forest; c and d: SOA-old aspen forest; e and f: WBW-oak forest; g and h: LW-warm grasses. The dotted thin line corresponds
to the equations shown on figures (y = f(x)).
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Fi ¼
RiWiPn
j¼1RjWj

; ð4Þ

where n is the number of soil layers, Ri is the fraction of total root
biomass present in layer i and W is defined as:

W ¼ 1� esf �ha

1� esf
; ð5Þ

where sf, set to �5 in IBIS, is an empirical factor that adjusts the ef-
fect of soil water stress on plant photosynthesis, and ha is the avail-
able water fraction calculated from h, wilting point, hwp, and field
capacity, hfc, as:

ha ¼
h� hwp

hfc � hwp
: ð6Þ

In each soil layer i, Ri in Eq. (4) is calculated as the difference be-
tween the cumulative fractions of root biomass from soil surface
in layers i (Yi) and i � 1 (Yi�1), as:

Ri ¼ Yi � Yi�1: ð7Þ

Y is represented using the asymptotic equation of Gale and Grigel
[31], as:

Y ¼ 1� bd; ð8Þ

where d (cm) represents the soil depth containing plant roots, and b
is a factor that determines the root distribution within that depth.
Eq. (8) suggests that large b (e.g., 0.99) results in a large proportion
of roots deep in the soil, while low b (e.g., 0.90) results in more roots
closer to the soil surface. IBIS uses the compilation of Jackson et al.
[36] to define biome-specific b values.

Finally, the total soil water stress exerted through all plant
roots, Sws, is calculated as:

Sws ¼
Xn

i¼1

RiWi: ð9Þ

2.2. Modified model

2.2.1. Root water uptake
Root water extraction as described in IBIS-st, and pointed-out in

L05, ignores the tendency for plant roots to exploit wetter layers
when high stress is encountered in dry layers. Several field obser-
vations lend support to this argument. Kljun et al. [40] and Pri-
hodko et al. [53] both reported that to maintain photosynthesis,
vegetation tends to use deep soil water when near soil surface
dries out. Canadell et al. [13] reported that under extreme dry con-
ditions such as those observed in the Kalahari desert, some species
are able to grow roots as deep as 68 m to extract water. Earlier
work showed that plants extract water preferentially from wetter
layers to optimize their use of available energy [54]. Thus, L05 pro-
posed a new scheme in which a dynamic allocation of root water
uptake is simulated to compensate for the stress effect exerted
by dry soil layers by increasing water uptake from wetter layers.

Table 4
Average daily net radiation statistics at the selected four sites. Average and standard
deviations (std) values are given in (MJ m�2 day�1). MBE is the absolute mean bias
error, and S1 and S2 refer to the simulations with the standard and the modified
versions of the model, respectively. p is the probability value for the two-tailed
Student’s t-test.

CR SOA WB LW

Measured 6.42 5.48 8.25 8.97
Simulated-S1 6.05 5.23 7.76 7.37
Simulated-S2 5.94 5.25 7.76 8.66
std-Measured 5.41 5.21 4.69 4.73
std-Simulated-S1 5.12 4.92 4.90 4.63
std-Simulated-S2 5.00 4.92 4.90 5.37
Correlation-1 (r) 0.99 0.94 0.96 0.82
Correlation-2 (r) 0.99 0.94 0.96 0.83
MBE-1 (%) 5.17 4.64 5.94 17.79
MBE-2 (%) 4.55 4.30 5.90 3.46

Fig. 3. Seasonal variation of simulated and measured ET at the CR site. (a) Monthly variation; (b) average daily variation over the entire period of the simulations (1998–
2004). Dots, dotted lines and solid lines refer to measured, standard and modified IBIS simulations, respectively.

M. El Maayar et al. / Advances in Water Resources 32 (2009) 1444–1459 1447
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In their new scheme, L05 describe the root water uptake frac-
tion, Fi, from a given layer i as:

Fi ¼
Rk

i WiPn
j¼1Rk

j Wj

: ð10Þ

In Eq. (10), the relative importance of water uptake by roots found
in each soil layer is determined by the k parameter. To allow for a
dynamic adjustment of root water uptake by the vegetation, L05
suggested the use of an k exponent that varies with the vertical soil
moisture distribution (see also [46]). Thereafter, a compilation of
field observations has served to select the appropriate k values
(Table 1). The total soil water stress, Sws, is then expressed as the
product of Fi and the maximum water that the vegetation can ex-
tract from each layer i, Ui, as a function of soil hydrologic
constraints:

Sws ¼
Xn

i¼1

FiUi: ð11Þ

Here, U is expressed according to [12], as:

U ¼ 1� ð1þ K � haÞ�b
; ð12Þ

where the exponent b (dimensionless) is the soil moisture release
parameter, that varies with soil texture [12]. L05 used a generic
value for K (1.3) for all soil types. In reality, however, K is a critical
parameter that is strongly influenced by soil texture. A more
realistic approach to express U is therefore to calculate K as a

function of soil texture, as suggested in [12]. Values of b and our val-
ues of K calculated according to [12] are given in Table 2.

Eqs. (5), (9), (11) and (12) indicate that an additional important
difference between the two root water uptake schemes, described
above, is related to the maximum water that vegetation is able to
extract from the soil. These maximums are controlled by W in
IBIS-st and by U in IBIS-mod, while a comparison of their variation
as a function of the soil water content is illustrated in Fig. 1. It is
shown that for all soil textural classes, the maximum RWU is larger
in IBIS-mod than in IBIS-st.

2.2.2. Rooting depth and root profile
A further modification consists of taking plant age into account

to derive the rooting depth and the root distribution profile within
the soil, using a relationship suggested by Arora and Boer [4]. In
that relation, the root biomass, which depends upon the age of
the vegetation (either prescribed in the vegetation type, or simu-
lated dynamically), is used to derive the vertical profile of the roots
within the soil system, from:

RD ¼ 3
a
; ð13Þ

where RD is the rooting depth (defined as the depth in which 95% of
plant roots are found); and a is a parameter linked to root biomass
density, B(t) (kg m�2), as follows:

a ¼ C=½BðtÞ�a; ð14Þ

Fig. 4. Simulated and measured seasonal variation of volumetric soil moisture content (VSMC) at the CR site. Shown are average daily variations over the entire period of the
simulations (1998–2004). Crosses (Thickest dark line), thin solid line and thick gray solid line refer to measured, standard and modified IBIS simulations, respectively. (a) 0–
30 cm; (b) 0–60 cm; (c) 0–100 cm.

1448 M. El Maayar et al. / Advances in Water Resources 32 (2009) 1444–1459
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where a is the root growth direction parameter that determines the
main direction of root development (horizontal vs. vertical). The
root distribution profile of Jackson et al. [36] as used in IBIS-st is
obtained when a is set to zero. However, from a range of field obser-
vations of root profiles and root biomass densities, Arora and Boer
[4] found that 0.8 constitutes a reasonable approximation for a
under most conditions. Parameter C is a biome-specific constant
value derived as:

C ¼ �aðBÞa; ð15Þ

where ā is a parameter that represents the typical root distribution
profile and B represents the typical root biomass density (kg C m�2).

3. Site locations and data

3.1. Sites information

Simulations of IBIS-st and IBIS-mod were compared for a humid
temperate coniferous forest located on the west coast of Canada
(mature Douglas-fir), a mature boreal broadleaf deciduous forest
located in the boreal forest of central Saskatchewan (BOREAS
southern old aspen site), a mature temperate broadleaf deciduous
forest located in the south-eastern USA (mature oak), and a warm
grassland located in the south mid-western USA. A summary of soil
and key climatic and ecological conditions of the selected sites is
given in Table 3.

3.2. Meteorological and flux data

Meteorological and eddy covariance flux data were collected at
each site at a half-hourly time step, following Ameriflux research

protocols (http://www.fluxnet.ornl.gov/fluxnet/). Instrumentation
and data collection procedures are fully described in several publi-
cations, including Black et al. [9] and Amiro et al. [1] for the old
aspen site (SOA), Humphreys et al. [34] for the Douglas-fir site
(CR), Hansen et al. [33] for the temperate deciduous forest Walker
branch watershed site (WBW), and Meyers [50] for the Little
Washita warm grassland site (LW). Meteorological input variables
to the stand-based versions of IBIS used here are incident short-
wave and longwave radiation, mean air temperature, precipitation,
relative humidity, wind speed, and barometric pressure. Where
longwave radiation data were unavailable they were estimated
using formulae of Brutsaert [11].

3.3. Root biomass data and estimates of RD and b for the modified IBIS
simulations

The IBIS-mod simulations required estimates of root depth, RD,
and of the b factor, which in turn depend upon measurements of
root biomass density.

For the WBW site, only measurements of coarse root bio-
mass were available (3.33 kg C m�2; http://www.fluxnet.ornl.gov/
fluxnet/). Total root biomass was therefore estimated assuming
that fine root biomass represents 15% of total root biomass, based
on a relationship established for Canadian boreal deciduous spe-
cies [47]. The estimated total root biomass was then 3.92 kg m�2,
which yielded RD and b values of 0.82 m and 0.9658, respectively.
This estimated RD (0.82 m) agrees very well with a previous esti-
mate of 0.75 m reported by DeAngelis et al. [19], when the WBW
forest was about 15 years younger.

For the SOA site, Steele et al. [59], using data collected during
the BOREAS field campaign in 1994, reported that root biomass
at that site was 2.78 kg C m�2. Arora and Boer [4] proposed a

Fig. 5. Seasonal variation of simulated and measured ET at the SOA site. (a) Monthly variation; (b) average daily variation over the entire period of the simulations (1997–
2002). Dots, dotted lines and solid lines refer to measured, standard and modified IBIS simulations, respectively.
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unique value of C (Eq. (14)) for all boreal trees. The latter
assumption is, however, highly speculative because both obser-
vations of Strong and La Roi [60], made in Canadian boreal for-
ests, and the global map of root profile distribution of Jackson
et al. [36] indicate a noticeable difference between root profiles
of boreal deciduous and coniferous trees. Therefore, we used
Strong and La Roi’s [59] observations (rooting depth of about
1 m for boreal deciduous trees) to calculate b of about 0.9705
at the SOA site.

For the LW grassland site, no measurements of root biomass
were available. Instead, we first estimated leaf biomass from leaf
area index (LAI) assuming a specific leaf area (SLA) of 20 m2

(kg C)�1. We then assumed that root biomass of grasses represents
about half of total plant biomass, to yield an estimate of 0.3 kg m�2.
Using the value of C for crops of 0.87 suggested by Arora and Boer
[4], our calculations yielded 1.32 m for RD and 0.9775 for b. Our
assumptions for SLA and root biomass are not unrealistic as they
are similar to values used in several biophysical models, including
IBIS. Observations of Schulze et al. [57] also suggest an SLA value
(16.9 m2 kg C�1) for temperate grasses that is close to the
20 m2 kg C�1 we used here.

For the Douglas-fir site, the reported mean total soil depth is
1 m to bedrock with no reported measurements of root biomass.
We therefore used the same root profile in both IBIS-st and IBIS-
mod simulations. Assuming that roots at that site are distributed
over the entire soil profile (because the soil is shallow), b was esti-
mated to be 0.905. The latter value was also used to parameterize
IBIS-st because the Jackson et al.’ [36] generic value used for tem-
perate coniferous trees (0.982), applies to soils that are assumed to
be more than 4 m deep.

4. Results

Our simulations were made using prescribed vegetation condi-
tions. In particular, seasonal variations in LAI at the WBW and SOA
deciduous forest sites were taken from observations described in
Baldocchi et al. [6] and Barr et al. [7], respectively. This ensured
that differences in the results obtained from IBIS-st and IBIS-mod
simulations could be attributed entirely to differences in the repre-
sentations of root water extraction and soil water stress, without
the confounding effects of simulated phenology and other changes
in vegetation state.

Fig. 6. Simulated and measured seasonal variation of volumetric soil moisture content (VSMC) at the SOA site. Shown are average daily variations over the entire period of the
simulations (1997–2002). Crosses (Thickest dark line), thin solid line and thick gray solid line refer to measured, standard and modified IBIS simulations, respectively. (a) 0–
10 cm; (b) 10–25 cm; (c) 25–50 cm; (d) 50–100 cm.

1450 M. El Maayar et al. / Advances in Water Resources 32 (2009) 1444–1459
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As a first step, it was important to assess how net radiation (Rn)
was simulated by the two versions of the model at each site. This is
because Rn is the main driver of ET, and hence largely determines
partitioning of the water budget between ET and runoff. The agree-
ment between measured and simulated data was fairly good
(Fig. 2), with IBIS-mod producing generally better simulations of
Rn than IBIS-st. At the LW site, the absolute mean bias
error (MBE) reached �18% for IBIS-st, but only �3% for IBIS-mod
(Table 4). The overall better simulation of Rn by IBIS-mod resulted
from an overall better simulation of soil temperature.

4.1. Campbell River site (Douglas-fir forest)

At the Douglas-fir dominated CR site, the dynamic RWU scheme
incorporated in IBIS-mod yielded improved simulations of daily ET
during the relatively dry period in summer, when high atmo-
spheric vapour pressure deficit was combined with low soil water
availability (Fig. 3a and b). This caused greater simulated soil water
depletion than obtained with IBIS-st (Fig. 4a–c). In fact, during rel-
atively dry periods when soil moisture content is low, simulated
water extraction is enhanced in IBIS-mod through the use of a
higher k value (Eq. (10)). The automatic adjustment of k in IBIS-
mod allows the plant to extract water preferentially from wetter
layers first. The two models operate, however, similarly from Octo-
ber to April, when atmospheric demand for evaporation is low
(Fig. 3a and b). The difference in model behavior between the
two versions is also consistent for all years (Fig. 3a), which shows
that dynamic RWU scheme should contribute a significant
improvement to decadal or longer term simulations.

As water budget is mainly partitioned between Et, soil moisture
and runoff (surface and subsurface), The underestimation of both
daily ET and daily soil moisture by both versions of the model dur-

ing the first and the last three months of the year is very likely due
to an overestimation of surface runoff and/or drainage during that
period, where the site location receives the greatest portion of an-
nual precipitation (Figs. 3a and b and 4a–c). In summer, IBIS-st
underestimated both ET and soil moisture whereas IBIS-mod over-
estimated ET, which is somewhat consistent with its underestima-
tion of soil moisture. This suggests that the runoff simulation was
more realistic in IBIS-mod than in IBIS-st during summertime. The
simulated partitioning of water from precipitation into runoff in
IBIS-mod, in winter, and in IBIS-st, all year round, is likely too high.
This may result from difficulties in modeling vertical water move-
ment in soils with high sand content. There are several other model
imperfections that could also contribute to poor representation of
annual runoff (and ET), in common with many LSMs applied to
forest ecosystems. These include: biases due to numerical approx-
imation (e.g., [15]); the use of soil vertical resolutions that are
much coarser than required according to theoretical analysis in
conjunction with use of Darcy’s law (e.g., [20]), the overlook of lat-
eral water flow and its effects on soil-surface hydrology [14,23,64];
imperfections in the definition of rooting depth and in the incorpo-
ration of nutrient limitations on root water uptake [37,69];
the overlook of stone content in the estimation of soil water hold-
ing capacity (stone fractions may exceed 30% in some regions of
the world) (e.g., [8,39]); and the mis-consideration of the effects
of mosses, lichens and litter layers on hydrological regimes
[14,25,66].

Seasonal variation of simulated ET improved appreciably with
IBIS-mod (r2 between simulated and measured monthly rates were
0.84 and 0.96 for IBIS-st and IBIS-mod, respectively). On a yearly
basis, average measured ET was 386 mm, with IBIS-st and IBIS-
mod simulations estimating 326 mm (84%) and 360 mm (93%),
respectively. These differences in simulated ET were entirely due

Fig. 7. Seasonal variation of simulated and measured ET at the WBW site. (a) Monthly variation; (b) average daily variation over the entire period of the simulations (1995–
1998). Dots, dotted lines and solid lines refer to measured, standard and modified IBIS simulations, respectively. Measured data refer to the period 2002–2004.

M. El Maayar et al. / Advances in Water Resources 32 (2009) 1444–1459 1451
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to the difference between the two versions of IBIS in the represen-
tation of RWU as the simulations by both versions were based on
identical assumptions about root distribution (Section 3.3). Further
analyses on annual estimates of ET are given in Section 4.6.

4.2. BOREAS_SSA (old aspen forest)

At the SOA site IBIS-mod yielded better estimates of ET than
IBIS-st during the summer (roughly, days 180 through 270;
Fig. 5a and b). Between mid-winter and mid spring, however, both
model versions overestimated ET, as a direct consequence of their
overestimation of soil moisture (Figs. 5a and b and 6a–d). Based on
results of a model intercomparison study in cold ecosystems
[10,51], the overestimation of soil moisture in winter is very likely
due to the underestimation of free drainage, while overestimation
at the beginning of the growing season (roughly days 100–150) is
likely caused by the model not adequately capturing the timing of
snow melt and the interplay between runoff and soil water infiltra-

tion. These soil moisture simulations are very similar to those ob-
tained by Ju et al. [38] using the BEPS model, which somewhat
confirms the general difficulty of state of the art LSMs to capture
accurately some cold ecosystem hydrological features.

Because the root profile is simulated differently in IBIS-st and
IBIS-mod (see Section 3.3), we performed an additional simulation
with IBIS-mod to separate the effect of the new RWU scheme (Sec-
tion 2.2.2) from the effect of the new root profile (Section 2.2.2) on
simulated ET in this boreal ecosystem. When only the new RWU
was incorporated in IBIS-mod, simulated ET was less than 2% high-
er than that simulated by IBIS-st. This indicates that the new rep-
resentation of root distribution within the soil profile in IBIS-mod
was the main cause of the improvement in ET simulation between
days 180 and 270 (Fig. 5a and b), i.e., because roots are able to ex-
tract water from deeper levels in the soil in IBIS-mod (b = 0.9705)
than in IBIS-st (b = 0.943).

Seasonal variation in ET was also better simulated by IBIS-mod
at SOA, as the regressions between simulated and measured

Fig. 8. Simulated and measured seasonal variation of volumetric soil moisture content (VSMC) at the WBW site. Shown are average daily variations over the entire period of
the simulations (1995–1998). Crosses (thickest dark line), thin solid line and thick gray solid line refer to measured, standard and modified IBIS simulations, respectively. (a)
0–10 cm; (b) 10–25 cm; (c) 25–50 cm; (d) 50–100 cm. Measured data were collected between 2002 and 2004, and are plotted for illustration only.
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Fig. 9. Seasonal (a) and annual (b) variations simulated and measured runoff at the WBW site. Dots, dotted line and solid line refer to measured, standard and modified IBIS
simulations, respectively. The quantities shown in (a) and (b) refer to the sum of soil surface and sub-surface (drainage) runoff components.

Fig. 10. Seasonal variation of simulated and measured ET at the LW site. (a) Monthly variation; (b) average monthly variation over the entire period of the simulations (1997–
1998); (c) daily variation; (d) average daily variation over the entire period of the simulations (1997–1998). Here, simulated data over the entire period of simulations are
shown, in addition to averages, to illustrate clearly the behavior of the two versions of the model under very low soil moisture conditions. Dots, dotted lines and solid lines
refer to measured, standard and modified IBIS simulations, respectively.

M. El Maayar et al. / Advances in Water Resources 32 (2009) 1444–1459 1453



Author's personal copy

monthly data yielded r2 of 0.81 and 0.87 for IBIS-st and IBIS-mod,
respectively. On a yearly basis, IBIS-mod estimated 384 mm total
compared to 363 mm for IBIS-st and 359 mm measured (see Sec-
tion 4.6 for more analyses of these annual estimations).

4.3. Walker branch watershed site (oak forest)

This temperate forest site receives an adequate moisture supply
from precipitation almost year round, and hence predicted ET was
generally very similar between the two versions of IBIS. They di-
verged slightly during the relatively dry El Niño summers of
1995 and 1998 (Fig. 7a and b). The very slight difference (�1%)
in simulated annual ET for the comparatively wet years 1996 and
1997 confirms that the static and the dynamic RWU schemes used
in IBIS-st and IBIS-mod, respectively, were operating in a similar
manner under well-watered conditions (see Eqs. (5) and (9) in
IBIS-st and Eqs. (10) and (11) in IBIS-mod, and the analytical expla-
nation in Section 4.4). Comparison of simulated average daily soil
moisture data by the two models indicates a larger depletion of soil
water in IBIS-mod (Fig. 8a–d), which resulted from a larger simu-
lated ET during the 1995 and 1998 summer periods.

For both simulations, a correlation of 0.9 was obtained between
simulated and measured monthly ET. Both model versions damp-
ened the seasonal variation of ET as the monthly data analyses re-
vealed a coefficient of variation (CV) 20% lower for the simulated

data (0.58) than for the measured data (0.73). Average annual val-
ues indicate a 27% and a 28% overestimation of ET by IBIS-st and
IBIS-mod, respectively, which will be discussed further in Section
4.6.

As runoff is an important term of the water budget, it is inter-
esting to examine the performance of IBIS when both static and dy-
namic RWU schemes are implemented. Comparison between
measured and simulated data suggest good runoff simulation by
both versions at this site (Fig. 9a and b). Annual averages indicate
that the departure between measured (900 mm) and simulated
runoff by both IBIS-st (814 mm) and IBIS-mod (818 mm) versions
is less than 10%.

Measurements of runoff refer to the sum of surface and sub-sur-
face (drainage) runoff components. Measured runoff quantities
were obtained by summing the measured discharge at the east
and the west catchments of the WBW and dividing the obtained
sum by the total watershed area (97.5 ha), as described in Luxmo-
ore and Huff [49] and Wilson et al. [68].

4.4. Little Washita site (warm grasses)

The LW site was subjected to a severe drought during the sum-
mer of 1998 [51], which offered a unique opportunity to compare
IBIS-st and IBIS-mod performances under extremely dry condi-
tions, as opposed to the wet conditions of the WBW site. The

Fig. 11. Simulated and measured daily (a, c, e and g panels) and average daily (b, d, f and h panels) variation of volumetric soil moisture content (VSMC) at the LW site, over
the entire period of the simulations (1997–1998). The results are shown for the 0–10 cm soil layer (a) and (b); the 10–25 cm soil layer (c) and (d); the 25–50 cm soil layer (e)
and (f); and for the 50–100 cm soil layer (g) and (h). These four soil layers correspond to the soil vertical profile where more than 97% of roots are found. Crosses (thickest dark
line), thin dark solid line and thick gray solid line refer to measured, standard and modified IBIS simulations, respectively.
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1998 drought is demonstrated in measured soil moisture dropping
to very low levels, even below the theoretical wilting point thresh-
old of the clay loam soil found at LW [�0.197 m3 m�3] (Fig. 11a).

When soil moisture content is very low, IBIS-mod simulates the
variation of ET more realistically than IBIS-st, as seen in Figs. 11a–d
and 11a–h for days 150–250 (1997), and days 500–600 (1998).
The greater use of soil water and larger response to the atmo-
spheric demand for evaporation by IBIS-mod, under low soil water
conditions, is explained by the forms of Eqs. (5) and (9) (IBIS-st),
compared to Eqs. (10) and (11) (IBIS-mod). When soil moisture is
low, the numerator in Eq. (5) tends towards zero as the exponential
term tends towards 1, causing the simulated water stress term in
IBIS-st (Eq. (9)) to be very low (where a low value indicates high
water stress). This causes a strong inhibition of plant transpiration,
and hence of ET (soil evaporation under dry soil conditions is also
very low). In IBIS-mod, the effect of soil water stress on transpira-
tion at low soil moisture conditions is moderated because of the
continual orientation of roots towards extraction of water from
wetter soil layers first (Eq. (10) and Table 1), associated with the
enhanced capacity to extract water from the soil (Eq. (12) and
Fig. 1).

As the soil dries out, transpiration tends to become the only
mechanism by which water is removed from the soil. Transpiration
is almost completely inhibited when soil moisture in all root layers
reaches wilting point, which should prevent soil moisture from
ever dropping below this level, as seen for both model versions
around day 600 in Fig. 10c and Fig. 11a, c, e and g. Complete inhi-
bition of plant water uptake at wilting point, is a common feature
in several LSMs including, for example, BEPS [48], MOSES [27] and
CLASS-TEM [3].

On a seasonal basis, at LW site, the correlations between mea-
sured and simulated ET were 0.50 and 0.82 for IBIS-st and IBIS-
mod, respectively, with CVs indicating a 14% and 11% dampening
of the seasonal variability, respectively. On an annual basis, the
models overestimated average measured ET (429 mm) by 14%
and 35%, respectively. Section 4.6 provides analyses of the annual
estimates of ET.

4.5. Sensitivity analyses

As the representation of RWU is the main difference between
IBIS-st and IBIS-mod, it is important to examine how the magni-
tude of the difference between simulated ET by the two versions
of the model compares with the magnitude of the effect that
uncertainties in some key soil parameters may have on simulated
ET. Furthermore, water drainage out of the bottom of the soil sys-
tem is controlled in IBIS by a soil permeability parameter (BPERM).
This important parameter varies between 0 for impermeable soils
and 1 for fully permeable soils, and may play an important role on
simulated water budget. Because field estimates of BPERM are very
rarely available, IBIS assigns a standard best guess value (0.1) for it,
which has been used in our simulations. It is, therefore, also impor-
tant to compare the magnitude of the difference between simu-
lated ET by IBIS-st and IBIS-mod with the magnitude of the effect
that uncertainties in BPERM may have on ET simulations.

Sensitivity of ET as simulated by IBIS-st to ±20% changes in sat-
urated hydraulic conductivity (SHC), air-entry potential (AEP; sat-
urated matric potential) and b-power of moisture release (MRP; Eq.
(12)), as well as to changes in BPERM was carried out and com-
pared to IBIS-mod simulations, as shown in Fig. 12 and Table 5.

Fig. 12. Average monthly variation of ET as simulated by IBIS-st (thick solid line) and IBIS-mod (thin dark solid line). Also shown, results of IBIS-st simulations when soil
saturated hydraulic conductivity (SHC), the moisture release parameter (MRP; b in Eq. (12)) and the air entry potential (AEP) were perturbed by ±20%, and when BPERM
parameter was increased from its standard value (0.1) to 0.5 and 0.9. Numbers between brackets show the departure (in mm) from IBIS-st simulation. Dashed and dotted
lines refer to IBIS-st simulations when a given parameter is decreased and increased by 20%, respectively; and when BPERM value is increased to 0.5 and 0.9, respectively.
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The results show that the new representation of RWU in IBIS has a
larger effect that what ±20% uncertainty in soil parameters might
have on ET simulations at CR, SOA and LW sites (Fig. 12 and Table
5). This is, especially during periods of high atmospheric demand
for evaporation and low precipitation, as during summer at CR
and LW sites (Fig. 12). At the very wet site of this study, WBW,
where the static and the dynamic RWU schemes must yield very
similar results (see Sections 4.3 and 4.4), the imposed changes in
soil parameters caused changes in ET that are comparable to those
caused by the implementation of the new RWU scheme (Fig. 12
and Table 5). On an annual basis, the average difference between
IBIS-st’ simulated ET and IBIS-mod’ simulated ET reached 43 mm
while ET changes due to ±20% perturbations in SHC, AEP and
MRP and due to increased BPERM from 0.1 to 0.9 did not exceeded
an average of 6 mm (Table 5). For the driest site (LW), the differ-
ence between IBIS-st and IBIS-mod simulations of ET reached
92 mm while the most important changes in ET that have been
caused by changes in soil parameters reached only 17 mm (Table
5).

4.6. Summary of obtained results at all sites

Grouping monthly ET data for all sites (Fig. 13a–c), shows that
the correlation between simulated and measured data is better
for IBIS-mod (r2 = 0.83) than for IBIS-st (r2 = 0.76) – indicating that
the dynamic RWU scheme combined with the new representation
of rooting depth brought a general improvement across a range of
contrasting ecosystems. This was further confirmed by results of
the statistical t-test of significance. The two-tailed Student’s t-test
(p) yielded indeed probability (p) values of 0.13 and 0.00 for IBIS-st
and IBIS-mod, respectively. Note that a p of 0.05 or lower indicates
a departure from the observation that is significant at the 95% con-
fidence level.

Monthly averages of measured ET, and those simulated by IBIS-
st and IBIS-mod at all sites were 35.7 mm (CV = 0.83), 36.7 mm
(CV = 0.78) and 39.3 mm (CV = 0.77), respectively. However, the
measured ET is very likely an underestimate because of problems
with energy balance closure, a common feature of eddy covariance
measurements [61,67]. Measured energy flux data at the four sites
indicate, indeed, the existence of annual energy imbalances (com-
puted from sensible (H) and latent (kE) heat terms, and from net
radiation (Rn) and soil heat flux (G) as [1 � (H + kE)/(Rn + G)]) that
average 30%, 22%, 26%, and 30% at CR, WBW, SOA and LW, respec-
tively. Such important energy imbalances are indicative of impor-
tant inaccuracies and uncertainties in measured ET, which could
significantly bias our analyses on the performance of IBIS-mod rel-
atively to IBIS-st. It is, therefore, worthwhile providing an estima-

Fig. 13. Simulated versus measured average monthly ET at all sites. (a) Standard
IBIS; (b) modified IBIS; (c) all standard and modified simulations compared.

Table 5
Average annual simulated values of ET (mm) as simulated with IBIS-st and IBIS-mod. Also shown, results of IBIS-st simulations when soil saturated hydraulic conductivity (SHC),
the moisture release parameter (MRP; b in Eq. (12)) and the air entry potential (AEP) were perturbed by ±20%, and when the soil permeability parameter (BPERM; see text) was
increased from its standard value, 0.1 to 0.5 and 0.9. Numbers between brackets show departure (in mm) from IBIS-st simulation.

IBIS-st IBIS-st with changes in SHC IBIS-st with changes in MRP IBIS-st with changes in AEP IBIS-st with changes in BPERM IBIS-mod

�20% +20% �20% +20% �20% +20% 0.5 0.9

CR 326 326 326 306 326 315 335 288 285 380
(0) (0) (�20) (0) (�11) (9) (�37) (�41) (54)

SOA 363 359 365 362 363 362 363 362 362 384
(�4) (2) (�1) (0) (�1) (0) (�1) (�1) (21)

WBW 711 706 713 711 712 707 716 711 710 714
(�5) (�2) (0) (0) (�4) (5) (0) (�1) (3)

LW 487 470 501 487 487 488 486 487 487 579
(�17) (14) (0) (0) (1) (�1) (0) (0) (92)

Average 472 465 476 467 472 468 475 462 461 514
(�6) (4) (�5) (0) (�3) (3) (�9) (�10) (43)
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tion of the magnitude of uncertainties in measured ET in order to
strengthen our evaluation of the dynamic RWU versus the static
one.

To estimate the magnitude of error in measured ET at each site,
we attempted to close the measured energy budget. This is funda-
mentally important as an unclosed energy budget represents a vio-
lation of the energy conservation principle. Our approach to close
the energy budget used the Bowen ratio (BR) method as described
in Twine et al. [61], assuming that measurements of net radiation
are generally accurate as it is generally well accepted among land
surface scientists [61,67]. This means that the imbalance in energy
budget is due to underestimation of measured kE, H or both. The
close up of energy budget using the BR method yields new esti-
mates of measured ET (termed, thereafter, corrected ET) that are
114 mm higher in average than EC measurements estimates, as
shown in Table 6. Overall, the corrected estimates of ET suggest
that IBIS-mod yield more accurate simulations of ET than IBIS-st,
particularly under the dry conditions of the LW site (Table 6).

Furthermore, the departure between simulated annual ET and cor-
rected measured ET at all sites averaged a much lower rate for IBIS-
mod (6%) than for IBIS-st (14%) (Table 6).

Because net radiation is partitioned primarily into kE and H at
vegetated sites, it is worth briefly examining results of H simula-
tions. Except for the LW site, as shown in Fig. 14a–e, IBIS-mod pre-
dicts lower H both in summer and year-round than does IBIS-st, as
would be expected given the generally higher kE simulated by IBIS-
mod. The LW site differs from this general pattern because it is
dominated by grasses, with soil heat flux forming a larger compo-
nent of the energy balance. Soil heat flux simulated by IBIS-st was
about 20% higher than in IBIS-mod – which caused both H and kE in
IBIS-mod to exceed those in IBIS-st.

Fig. 15a and b illustrate the effect of the static and the
dynamic RWU approaches on the vertical soil moisture profile for
WBW and LW sites, respectively. It is shown that for the WBW site,
which is a humid ecosystem, the dynamic approach cause more
extraction of water from the soil during the entire growing season
period (� between days 100 and 300), but that extraction is more
oriented towards the three top soil layers (Fig. 15a). Presumably,
because of frequent rainfall conditions at the WBW site that causes
top soil layers to be almost always wet. Conversely, for the LW dry
site, soil water extraction from bottom layers become more and
more important as conditions become more and more dried
(Fig. 15b).

Table 6
Average annual measured and simulated ET (mm) at all sites. Numbers between
brackets indicate the relative departure from corrected measured ET.

Measured Measured with correction IBIS-st IBIS-mod

CR 386 447 326 (�27%) 380 (�15%)
SOA 359 460 363 (�21%) 384 (�17%)
WBW 577 713 711 (<1%) 714 (<1%)
LW 429 569 487 (�14%) 579 (+2%)

Average 433 547 472 (�14%) 514 (�6%)

Fig. 14. Simulated and measured average seasonal variation of sensible heat flux at:
(a) CR site; (b) SOA site; (c) WBW site; (d) LW site. Fluxes in (a)–(d) correspond to
monthly totals while total annual fluxes are shown in (e).

Fig. 15. Effects of the static and the dynamic RWU approaches on average soil
moisture profile throughout the year, at WBW site (a) and LW site (b). The y-axis
shows the cumulative volumetric soil moisture content (VSMC) difference between
IBIS-mod and IBIS-st.

M. El Maayar et al. / Advances in Water Resources 32 (2009) 1444–1459 1457



Author's personal copy

5. Concluding discussion

The representation of the effects of water stress on the response
of stomatal conductance to soil water deficits and hence on mass
exchanges (CO2 and water vapour) between plants and the atmo-
sphere is a critical issue in the field of land surface modeling
[21,29,55]. As LSMs are increasingly used to tackle a variety of sci-
entific and management questions, there have been recent warn-
ings about the need for adequate representations of plant water
uptake [37,38,45,55]. The main objective of this study was to com-
pare two RWU schemes on 1-dimensional hydrological simulations
in a widely used LSM, IBIS. The first scheme is the standard algo-
rithm used in published IBIS studies, while the second combines
a slightly modified RWU scheme recently proposed by Li et al.
[45] with new calculations of root distribution (from root biomass)
suggested by Arora and Boer [4]. The standard RWU scheme is clas-
sified as static because the extraction of water from a given soil
layer depends exclusively upon the proportion of plant roots in
that soil layer. The modified IBIS incorporates a RWU scheme, clas-
sified as dynamic, because the amount of water extracted by roots
from a given soil layer depends on its water content and the den-
sity of plant roots, as well as on the water contents of adjacent lay-
ers. Extraction of water in the dynamic scheme is continuously
adjusted in such a way that water is extracted preferentially from
the wetter layers. Consequently, this dynamic representation of
RWU in the model captures a natural tendency of plants to opti-
mize their energy expenditures when extracting water from the
soil, in agreement with field observations (e.g., [32,40]).

The results indicate that under relatively well watered condi-
tions, such as those found at the temperate deciduous WBW site,
the two RWU schemes produce very similar simulations of ET,
though soil water extraction and ET were generally greater with
the dynamic RWU scheme, notably in a relatively dry year
(1995). This suggests that when LSMs are used to simulate water
budget of wet vegetated ecosystems, it is perhaps preferable to
use the RWU scheme that is the less costly in terms of computa-
tional time, namely the static one. With drier site conditions, as
generally occurs during summer at the west coastal CR site, differ-
ences between simulations with the static and the dynamic RWU
schemes become more evident, with the latter extracting more
water to meet evaporative demand. Furthermore, results for the
SOA site highlight the importance of taking root dynamics effects
into account when simulating water budget components in LSMs.

Overall, our results indicate a better use of soil water to meet
simulated evaporative demand, when the dynamic RWU scheme
is implemented. This inference is supported by a general improve-
ment in correlations between simulated and measured ET. How-
ever, the most striking differences in ET simulations were
obtained at the grassland LW site, where very dry conditions are
common. Under such conditions, the dynamic RWU scheme
yielded a much more realistic use of the available soil water by
the vegetation and, hence, to better agreement between model
estimates and observed data of ET. This suggests that the dynamic
RWU scheme, in contrast to the static scheme, was able to mimic
the crucial physiological process by which C4 plants survive severe
droughts. Given that many GCM projections of future climate indi-
cate more frequent and/or more intense drought events occurring
in some regions of the globe [35], better representations of vegeta-
tion responses to drought are needed in LSMs. The use of dynamic
RWU schemes such as the one developed and tested here may help
with this objective. Our analyses also showed that proper valida-
tion of LSM simulations of heat and mass exchanges between the
land surface and the atmosphere ideally requires a rigorous proce-
dure for correcting imbalances in the measured canopy energy
budget. In this study, we used the Bowen Ratio method to close

the energy budget of measured data, as it has been recommended
by Twine et al. [61]. According to our current knowledge of ecosys-
tem processes, a more appropriate approach to close the energy
budget would be one that considers the coupling among carbon
and energy flows, which does not exist yet [24].
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