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[1] Ecosystem models that simulate biogeochemical processes usually ignore
hydrological controls that govern them. It is quite possible that topographically driven
water fluxes significantly influence the spatial distribution of C sources and sinks because
of their large contribution to the local water balance. To investigate this, we simulated
biogeochemical processes along with the associated feedback mechanisms in a boreal
ecosystem using a spatially explicit hydroecological model, boreal ecosystem productivity
simulator (BEPS)–TerrainLab V2.0, that has a tight coupling of ecophysiological,
hydrological, and biogeochemical processes. First, the simulated dynamics of snowpack,
soil temperature, net ecosystem productivity (NEP), and total ecosystem respiration (TER)
were validated with high-frequency measurements for 2 years. The model was able to
explain 80% of the variability in NEP and 84% of the variability in TER. Further, we
investigated the influence of topographically driven subsurface base flow on soil C and N
cycling and on the spatiotemporal patterns of C sources and sinks using three hydrological
modeling scenarios that differed in hydrological conceptualizations. In general, the
scenarios that had nonexplicit hydrological representation overestimated NEP, as opposed to
the scenario that had an explicit (realistic) representation. The key processes controlling
the NEP differences were attributed to the combined effects of variations in photosynthesis
(due to changes in stomatal conductance and nitrogen (N) availability), heterotrophic
respiration, and autotrophic respiration, all of which occur simultaneously affecting NEP.
Feedback relationships were also found to exacerbate the differences. We identified six
types of NEP differences (biases), of which the most commonly found was due to an
underestimation of the existing C sources, highlighting the vulnerability of regional-scale
ecosystem models that ignore hydrological processes.
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1. Introduction

[2] The terrestrial C cycle is closely linked to climatic,
hydrological, and nutrient controls on vegetation
[Porporato et al., 2003]. Interactions between ecosystem
processes at different spatiotemporal scales vary nonlinearly
creating uncertainties in the terrestrial C cycle [Post et al.,
1992]. Of these, hydrological controls are likely to be the
most dominant and least explored because they are multi-
faceted and range widely in the form of plant water stress
(excess or deficit), effects on total ecosystem respiration
(TER), methane production, transport of dissolved organic
C (DOC), snow-mediated thermal insulation, evapotranspi-
ration (ET), soil chemical changes, and nutrient mineraliza-

tions, etc., to name a few. Hydrological controls on
biogeochemical cycles and their implications on climate
change have recently gained recognition [e.g., Gedney et
al., 2006; Betts et al., 2007]. Since the early 1990s, there
has been an increased interest in the measurement of fluxes
of mass and energy within the biosphere (e.g., the Long-
Term Ecological Network) and also at the biosphere-
atmosphere interface (e.g., Fluxnet) [Baldocchi, 2008]. In
many of these studies, hydrologically controlled primary
production [Amiro et al., 2006; Humphreys et al., 2006], ET
[Zhang et al., 2007; Beringer et al., 2005], nitrogen cycling
[Traore et al., 2007; Piirainen et al., 2007; Ford et al., 2007],
DOC export [Fraser et al., 2001; Aitkenhead-Peterson et al.,
2007], methane production [Blodau et al., 2007; Zhuang et
al., 2004], and carbon sequestration [Byrne et al., 2007;
Dragoni et al., 2007] processes have been documented in
various ecosystems.
[3] Recently, modeling of the coupled C and water cycles

has become an indispensable approach in ecosystem re-
search. This is because modeling helps to articulate the
underlying biophysical processes and is also an efficient
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approach to scale various processes across a wide spectrum
of spatial and temporal scales. To date, modeling of coupled
water and biogeochemical cycles is being conducted at
point scale [Grant et al., 2006; Ju et al., 2006; Rodriguez-
Iturbe et al., 2001; Porporato et al., 2003; Daly et al.,
2004;], watershed scale [Mackay and Band, 1997; Tague
and Band, 2004; Band et al., 2001; Chen et al., 2005],
regional scales [Liu et al., 1997; Potter et al., 2001; Coops
et al., 2007; Ju and Chen, 2005], and global scales [Hunt et
al., 1996; Nemani et al., 2003; Potter et al., 2003; White et
al., 2005; Zhao et al., 2005]. These studies differ widely in
their sophistications, complexities, temporal resolutions
(half-hourly to annual), and temporal spans (hourly to
decadal). Most of the modeling studies have been using
ecological indicators such as biomass [Ju and Chen, 2005];
gross primary productivity (GPP) [Frolking et al., 1996;
Wang et al., 2001]; net primary productivity (NPP) [Ju and
Chen, 2005; Zhou et al., 2006]; ecosystem respiration
[Mcguire et al., 2000; Reichstein et al., 2003; Ito et al.,
2007]; N fluxes [Creed and Band, 1998; Arain et al., 2006];
leaf area index (LAI) [Band et al., 1993; Kergoat, 1998];
DOC fluxes [Neff and Asner, 2001; Hornberger et al.
1994]; water use efficiency [Yu et al., 2004; Winner et al.,
2004; Utset et al., 2004], etc., to demonstrate the hydro-
logical effects on terrestrial C or biogeochemical cycles.
Moreover, researchers have been employing either ecohy-
drological [e.g., Schulze et al., 1995] or hydroecological
approaches [e.g., Tague and Band, 2004; Chen et al., 2005],
and hence, models greatly differ in the manner in which the
hydrological influences on C cycle are represented. In a
recent intercomparison study, it was shown by Morales et
al. [2005] that most of the ecosystem models inadequately
simulated ecosystem processes because of the incomplete-
ness in the representations of hydroecological processes.
[4] Interactions between water and biogeochemical

cycles cannot be fully explained using indicators that are
only part of the C balance (e.g., GPP, NPP, TER, DOC,
etc.). A spatially explicit simulation of net ecosystem
productivity (NEP) is warranted to fully understand the
connections between hydrological and biogeochemical
cycles. Although many point-scale models have detailed
descriptions of ecosystem processes, only a few studies
demonstrate the spatiotemporal distribution of NEP [e.g.,
Turner et al., 2006; Potter, 1997; Ju and Chen, 2005]. This
is because the dynamics of NEP is complicated and is
controlled by several subcomponent processes that are
closely related with feedback relationships making the
system highly nonlinear. In an ideal modeling domain,
primary production and biogeochemical processes should
be modeled with a tight coupling between environmental
and edaphic controls as a function of soil hydrothermal
fluctuations in order to fully understand the terrestrial C
cycle [Arain et al., 2006]. Incorporation of explicit
hydrological representations in conjunction to ecological
processes is an essential requirement to achieve realistic
simulations of biogeochemical processes in terrestrial
ecosystems.
[5] Local-scale hydrological regimes are controlled by

landscape-scale hydrological processes because of the to-
pographic differences on the Earth’s surface or subsurface
[Dietrich and Perron, 2006]. Hence, point-scale models
cannot comprehensively represent hydrological regimes

because they abstract lateral hydrological processes. Cur-
rently, an integrated approach representing a complete
description of the hydrological cycle is not often adopted
in most of the ecological models [Kuchment et al., 2006].
Studies conducted by Govind et al. [2006], Sonnentag et al.
[2008], and A. Govind et al. (Effect of lateral hydrological
processes on photosynthesis and evapotranspiration in a
boreal ecosystem, submitted to Ecohydrology, 2009) dem-
onstrate that lateral subsurface base flow could significantly
alter local-scale water balance and hence, the spatial distri-
bution of GPP and ET. Although these attempts demonstrate
only a first-order interaction between water and C cycles,
there is much speculation about the hydrologically con-
trolled biogeochemical processes. Because topographic
effects on lateral hydrological processes are not often
explicitly represented in regional-scale ecosystem models
[Grant, 2004], it is quite probable that these models are
likely to have several types of systematic bias in their NEP
estimates.
[6] Studies have demonstrated that high-latitude boreal

forests are terrestrial C sinks [Thompson et al., 1996; Chen
et al., 2003]. However, this C cycling pattern is quite
variable in space and time. In order to investigate the
hydrological effects on C and N cycling and the associated
feedback relationships in boreal ecosystems, we developed
a hydroecological model, boreal ecosystem productivity
simulator (BEPS)–TerrainLab V2.0 [Govind et al., 2009]
that has a tighter coupling of ecophysiological, hydrologi-
cal, and biogeochemical processes in a spatially explicit
manner. In this paper, we introduce various biogeochemical
conceptualizations in BEPS-TerrainLab V2.0 and test its
ability to simulate various processes using high-frequency
measurements in a boreal ecosystem in eastern Canada.
Furthermore, we investigate the influence of lateral hydro-
logical processes on the spatial distribution of NEP using a
numerical experiment employing modeling scenarios that
represent different hydrological representations that are
commonly found in many ecological models.

2. Model Description

[7] BEPS-TerrainLab V2.0 originated from the boreal
ecosystem productivity simulator (BEPS) [Liu et al.,
1997] developed during the boreal ecosystem-atmosphere
study (BOREAS). BEPS-TerrainLab V1.0 [Govind et al.,
2006; Chen et al., 2007; Sonnentag et al., 2008] was an
improvement over BEPS with the inclusion of a distributed
hydrological model, TerrainLab [Chen et al., 2005]. BEPS-
TerrainLab V2.0 can be described as a hydroecological
model that simulates the coupled hydrological, ecophysio-
logical, and biogeochemical processes and the associated
feedback mechanisms in a spatially explicit and tightly
linked manner. A complete description of the hydrological
and ecophysiological processes within BEPS-TerrainLab
V2.0 can be found in the work of Govind et al. [2009].
This model runs at a daily time step and the modeling
period is generally 1 or 2 years.
[8] Daily canopy-scale photosynthesis (as GPP) is mod-

eled using a leaf-level, instantaneous model [Farquhar et
al., 1980] employing a spatial and temporal upscaling
strategy [Chen et al., 1999]. A Penman-Monteith formula-
tion is used to calculate leaf-scale or point-scale ET. Spatial
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upscaling of leaf-level ecophysiological processes (GPP and
ET) is carried out using a four-leaf scheme that uses
fractions of LAI as weighting factors that correspond to
different leaf physiological statuses within a canopy. Envi-
ronmental controls (net radiation, stomatal conductance,
etc.) specific to different radiation and soil water regimes
are used to simulate leaf-level ET and GPP for multilayer
canopies (overstory, understory, and moss layer).
[9] In order to realistically represent hydrological regimes

within each modeling unit (pixel), a water balance equation
is solved in a spatially explicit manner having interpixel
connectivity using surface and subsurface lateral water
fluxes that are topographically driven. Solving this detailed
water balance equation having landscape-scale hydrological
processes as subcomponents adequately represents the local-
scale hydrological regimes. Details on the C and N dynamics
as a function of hydrothermal processes are the focus of
this paper. In the current model setup, we assume DOC or
methane fluxes are negligible. Thus, NEP is the difference
between GPP and TER.

2.1. Carbon Cycling Processes Within BEPS-
TerrainLab V2.0

2.1.1. Autotrophic Respiration
[10] On a daily basis, a part of the C assimilated in the

form of photosynthesis (details given in Appendix A) is
used for growth respiration (Rg) and maintenance respira-
tion (Rm), together known as autotrophic respiration (Ra).
Various components of the vegetation (leaf, stem, and root)
at various levels (overstory, understory, and moss) have Ra

losses. In BEPS-TerrainLab V2.0, Rg is assumed to be 25%
of GPP for all the land cover types [Chen et al., 1999; Liu et
al., 1999; Ju et al., 2006]. Rm is temperature-dependent and
is contributed to by leaf, stem, and root. Total Rm of a pixel
is modeled as

Rm ¼
X3
j¼1

X4
i¼1

Rm;i ¼
X3
j¼1

X4
i¼1

Mi:rm;i:Q
T�Tbð Þ
10

10 ð1Þ

Here i refers to different plant parts such as leaf, stem,
coarse root, or fine root, and j refers to the canopy layer, i.e.,
overstory, understory, or the moss layer; M is the C pool
size associated with a biomass type, i; rm,i is a biomass C-
pool-specific respiration rate at a base temperature Tb
(27�C); and T is assumed to be the ambient air temperature
for leaves and stems whereas it is soil temperature for fine
roots and coarse roots. The remainder of the C after
accounting for Ra is NPP (gC m�2 d�1) which is further
partitioned into leaf, wood, coarse root, and fine root
biomass C pools.
2.1.2. Heterotrophic Respiration
[11] Heterotrophic respiration (Rh) is comprehensively

calculated in a manner similar to the CENTURY model
[Parton et al., 1987] with several modifications as sug-
gested by Ju and Chen [2005] and Ju et al. [2007]. The soil
C cycle in BEPS-TerrainLab V2.0 runs at a daily time step.
The soil C dynamics is conceptualized on the basis of the
dynamics of various C pools that decompose either to free
CO2 or interchange between the soil C pools. Unlike the
CENTURY model, which was originally developed for
grasslands or agroecosystems, a greater number of biomass

and litter pools are conceptualized in BEPS-TerrainLab
V2.0 in order to adequately simulate the boreal forest C
cycle. Biomass C pools demarcated explicitly as wood (Cw),
foliage (Cl), coarse root (Ccr) and fine root (Cfr) C pools
decompose to nine soil C pools (five litter and four soil C
pools), i.e., (1) surface structural litter C pool, Cssd, (2) soil
structural litter C pool, Cfsd, (3) coarse woody litter C pool,
Ccd, (4) surface metabolic litter C pool, Csmd, (5) soil
metabolic litter C pool, Cfmd, (6) surface microbial C pool,
Csm, (7) soil microbial C pool, Cm, (8) slow C pool, Cs, and
(9) passive C pool, Cp. Coarse woody litter C pool, Ccd, is a
new addition in BEPS-TerrainLab V2.0 to account for the
dead wood component in the forest C cycle. On the basis of
various factors such as soil moisture, soil temperature,
decomposition rates, the quantities (sizes) and qualities
(C:N ratios), C pools are updated on a daily basis. Total
Rh is the sum of C released to the atmosphere as CO2 from
all the soil C pools during their decomposition as shown
below.

Rhi ¼
X9
j¼1

kji :Cji ð2Þ

where Rhi
is the total heterotrophic respiration on day i, kji

(d�1) is the rate of C decomposed from the jth soil C pool
on the ith day, and Cji

is the size of the jth C pool on the ith
day. The actual decomposition rates (kj) are determined by
constraining a C-pool-specific maximum decomposition
rate (Kj) using scalars that correspond to abiotic factors as
summarized below.

kji ¼

KjxjiAiLj j ¼ Pools� 1; 2; 3
KjxjiAi j ¼ Pools� 4; 5; 8; 9
KjAih j ¼ Pool � 7

KjAiLj j ¼ Pool � 6

8>><
>>: ð3Þ

[12] In the above equation, Kj is a land-cover-specific
parameter (see Table 1). A daily scheme is implemented in
BEPS-TerrainLab V2.0 using the temporally downscaled
maximum decomposition coefficients from Chen et al.
[2003], i.e., Kdaily = Kannual/365. However, the actual
decomposition rates (kj) are calculated according to equa-
tion (3) using scalars that correspond to daily variations in
abiotic factors that are simulated in a process-based manner.
This is sufficient to capture the biogeochemical processes
at daily time steps. These scalars include Ai, the combined
effects of soil temperature and moisture; h, the effect of soil
texture on soil microbial turnover; L, the effect of lignin
content for structural litter decomposition; and x, the effect
of N availability on C pool decomposition. Ai is calculated
as the product of soil moisture (Msi

) and soil temperature (Tmi
)

scalars:

Ai ¼ Msi � Tmi
ð4Þ

[13] The soil moisture effect, Msi, is calculated as a
function of volumetric soil moisture content (VSMC, q) as
shown below [Potter, 1997; Ju et al., 2006, 2007]:

Msi ¼ 5:44
qi
qs

� �
� 5:03

qi
qs

� �2
�0:472 ð5Þ
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In the above equation, Msi
is assumed to range between 0

and 1 even if the values fall below 0 at extreme values of qi.
Here qi is the outcome of the detailed local-scale water
balance that is solved in a spatially explicit manner [Govind
et al., 2009]. Most of the hydroecological processes are
considered in the water balance, including the lateral water
fluxes that contribute or distribute water from neighboring
pixels to a pixel in consideration, thus ensuring that
landscape-scale hydrological processes affect local-scale
water balance.
[14] The soil temperature effect Tmi

is described as shown
below [Lloyd and Taylor, 1994; Chen et al., 2003]:

Tmi
¼ e

308:56: 1
35þ46:02ð Þ� 1

Tsiþ46:02

� 	h i
ð6Þ

In equation (6), Tsi is the soil temperature, which plays a
critical role in determining the rate of decomposition of
various soil C pools. The nature of Msi

and Tsi is shown in
Figure 1.
[15] Since soil temperature is a critical parameter for sim-

ulating biogeochemical processes, in BEPS-TerrainLab V2.0,
Tsi is calculated using the Fourier one-dimensional heat trans-
fer equation for a six-layered profile (one dynamic snow layer
and five soil layers) as shown below:

Ci

@Ts

@t
¼ li

@2Ts

@d2
ð7Þ

Table 1. Land-Cover-Specific Parameters Used for Biogeochemical Modeling Within BEPS-TerrainLab V2.0a

Parameters Unit Conifers Mixed Deciduous Wetlands Reference

Leaf maintenance respiration coefficient – 2 � 10�3 2 � 10�3 2 � 10�3 2 � 10�3 1
Stem maintenance respiration coefficient – 1 � 10�3 1 � 10�3 1 � 10�3 1 � 10�3 1
Coarse root maintenance respiration coefficient – 1 � 10�3 1 � 10�3 1 � 10�3 1 � 10�3 1
Fine root maintenance respiration coefficient – 2 � 10�3 2 � 10�3 2 � 10�3 2 � 10�3 1
Atmospheric nitrogen deposition gN m�2 d�1 8.2 � 10�4 8.2 � 10�4 8.2x10�4 8.2 � 10�4 2
Wood turnover rate gC m�2 d�1 7.64 � 10�5 7.64 � 10�5 7.89 � 10�5 1.97 � 10�5 2
Leaf turnover rate gC m�2 d�1 7.37 � 10�5 7.34 � 10�5 1.23 � 10�4 3.07 � 10�5 2
Coarse root turnover rate gC m�2 d�1 5.27 � 10�4 1.08 � 10�3 2.74 � 10�3 6.85 � 10�4 2
Fine root turnover rate gC m�2 d�1 1.63 � 10�3 1.63 � 10�3 1.63 � 10�3 4.07 � 10�4 2
Surface structural litter decomposition rate gC m�2 d�1 (3.9LAx)/365 3
Surface metabolic litter decomposition rate gC m�2 d�1 (14.8Ax)/365 3
Soil structural litter decomposition rate gC m�2 d�1 (4.8LAx)/365 3
Soil metabolic litter decomposition rate gC m�2 d�1 (18.5Ax)/365 3
Coarse woody litter decomposition rate gC m�2 d�1 (2.88LAx)/365 3
Surface microbial decomposition rate gC m�2 d�1 (6.0LA)/365 3
Soil microbial decomposition rate gC m�2 d�1 (7.3Ah)/365 3
Slow carbon decomposition rate gC m�2 d�1 (0.2Ax)/365 3
Passive carbon decomposition rate gC m�2 d�1 (0.0045Ax)/365 3
NPP allocation coefficient to wood – 0.3010 0.3817 0.4624 0.4624 2
NPP allocation coefficient to leaf – 0.2128 0.2077 0.2226 0.2226 2
NPP allocation coefficient to coarse root – 0.1483 0.1536 0.1190 0.1190 2
NPP allocation coefficient to fine root – 0.3479 0.2570 0.1960 0.1960 2

aReference numbers are as follows: 1, Chen et al. [1999]. 2, Coefficients from Chen et al. [2003] are divided by 365 for daily applications; the
coefficients for wetlands are assumed to be �0.5 times the values for open lands given by Chen et al. [2003]. 3, See Govind et al. (manuscript in revision,
2009) for a detailed description of the fates of individual pool decompositions. A is a factor that represents the influence of soil temperature and soil
moisture in a combined manner (equation (4)), x is the effect of N availability on C pool decomposition, L is the effect of lignin fraction, and h is the effect
of soil texture.

Figure 1. (a) Nature of soil temperature scalar for heterotrophic respiration and (b) soil moisture scalar
for heterotrophic respiration.
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Since equation (7) is variable in space, time, and depth and is
parabolic in nature, it can be numerically solved employing
the Crank-Nicholson scheme, as shown below:

Cidi Tsi;tþ1 � Tsi;t
� 


Dt
¼ 2 1� fð Þ Tsi�1;t � Tsi;t

di�1

li�1
þ di

li

� Tsi;t � Tsi;tþ1

di
li
þ diþ1

liþ1

" #

þ f
Tsi�1;tþ1 � Tsi;tþ1

di�1

li�1
þ di

li

� Tsi;tþ1 � Tsi;tþ1

di
li
þ diþ1

liþ1

" #

ð8Þ

In equation (8), Ci is the volumetric soil heat capacity
(Jm�3�C�1), l is the thermal conductivity (Wm�1 C�1), d is
the vertical depth of a layer i, t is the time step, and f is the
weight given to the semi-implicit formulation ( f = 0.5).
Snow depth plays an important role in determining the
wintertime Tsi in boreal ecosystems. Snow depth is modeled
by temporally varying the snow density and snow water
equivalent as affected by snowmelt (radiation melt or tem-
perature melt) and snow sublimation.
[16] On a daily basis, a small fraction of C is lost

(decomposed) or added (from other C pools) which together
alter the size of a given soil C pool x as shown below:

Cxi ¼ Cxi�1 þDCxi ð9Þ

where Cxi�1 is the size of the C pool x on the previous day,
i � 1. DCxi is the change in the pool x on a daily basis
calculated assuming first-order kinetics [Paul and Clark,
1996]. The procedure to calculate DCxi for each soil C
pool is different and depends on various environmental
factors. The equations for calculating DCxi are shown in
Appendix A. This scheme, however, requires the proper
initialization of various C pools before the actual simulation.
For the first day, Cxi�1 for a given C pool is the value
obtained from a spin-up procedure using a long-term C
balance model (InTEC) [Chen et al., 2000] considering the
effects of climate change, CO2 fertilization, N deposition, and
disturbance (A. Govind et al., Modeling the long-term carbon
balance of a boreal ecosystem under climate change, CO2

fertilization, nitrogen deposition, and disturbance effects.,
under revision for Geoderma, 2009; hereinafter referred to
as Govind et al., manuscript in revision, 2009).

2.2. Soil Nitrogen Cycle Within BEPS-TerrainLab V2.0

[17] Availability of soil N to plants is determined by three
processes as shown below:

Navail ¼ Ndep þ Nfix þ Nmin ð10Þ

where Ndep is dry and wet deposition of N from the
atmosphere; Nfix is the biological N fixation by micro-
organisms present in the rhizosphere; and Nmin is the net N
mineralization which results from the decomposition of soil
C pools as a function of abiotic factors. Nfix (atmospheric
and biological combined) is empirically calculated as a

function of daily precipitation and the sizes of the microbial
C pools, Csm and Cm, analogous to Ju et al. [2007], after
adjusting for daily calculations.

Nfixi ¼
c1� 2:0

Tsi
10 � Pi

0:45

" #
� Csmi

þ Cmi

200

� �
ð11Þ

In equation (11), Nfixi
is the N fixation in gN m�2 d�1. The

coefficient c1 is the daily N fixation rate. Tsi is the daily
mean soil temperature, Pi is daily precipitation (in meters),
and Csmi

and Cmi
are the sizes of surface and soil microbial

C pools, respectively, on the day, i.
[18] In BEPS-TerrainLab V2.0, N mineralization is con-

ceptualized similar to Ju et al. [2007]. N mineralization and/
or N immobilization could occur as a function of the
dynamics of soil C pool sizes and their C:N ratios. If the
net effect is N mineralization, it contributes to the total
available N in the soil (other components being Ndep and
Nfix as shown in equation (10)). From the available soil N,
plant N uptake is calculated as a function of root biomass
and ambient hydrothermal conditions. N uptake affects leaf
N which increases the maximum carboxylation rate,
Vcmax, an important parameter for photosynthesis. Increase
in Vcmax affects photosynthesis which leads to C increase
within the biomass and in the soil. Although inorganic
forms of N (e.g., urea hydrolysis) can also contribute toward
the total available N, it is not a significant component in
pristine boreal ecosystems and therefore, inorganic N trans-
formations are ignored.

2.3. Feedback Relationships Within BEPS-TerrainLab
V2.0

[19] There are number of feedback mechanisms that make
a system complex. In BEPS-TerrainLab V2.0, many feed-
back relationships operate as a result of the tight coupling
between hydrological, ecophysiological, and biogeochemi-
cal processes. These feedback mechanisms manifest in the
form of synergistic or antagonistic effects making many of
the processes nonlinear. Some of the important feedback
relationships that directly relate to this work are given
below.
[20] 1. Increase in plant N increases photosynthesis (term

f(N) in equation (A4)) and hence the sizes of biomass and
soil C pools due to increased NPP (via equations (1), (2),
and (9)). Because of the assumption of first-order kinetics,
increased C pool sizes imply increased decomposition and
increased N mineralization (term Ci,j in equation (C11))
favoring a further increased uptake of plant N (a positive
feedback). This feedback mechanism occurs within the
model because the N cycle is closely tied to the C cycle.
[21] 2. In humid boreal ecosystems, increase in VSMC

beyond the field capacity (term f(qsw) in equation A34 in the
work of Chen et al. [2005]) decreases transpiration (term b
in equation 2 in the work of Govind et al. [2009]) due to
plant stress conditions and a consequent stomatal regulation
(term f(qsw) in equation (A1)). Decreased transpiration leads
to soil saturation (water balance equation 9 in the work of
Govind et al. [2009]) resulting in a further decrease of
transpiration (a positive feedback). However, soil and moss
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evaporations increase as compensatory mechanisms, main-
taining the total ET at similar magnitudes.
[22] 3. Decrease in TER at one time step maintains the

sizes of C pools (term M in equation (1) and term DCxi in
equation (9)). However, this could lead to an increased TER
in a future time step (equation (1)) because of the assump-
tion of first-order kinetics (a negative feedback).
[23] 4. Increase in the microbial C pool sizes enhances bio-

logical N fixation (term [Csmi
+ Cmi

] in equation (11)). Conse-
quently, plantN availability increases (equation (10)) facilitating
enhanced photosynthesis (term f(N) in equation (A4)) which
further increases the sizes of biomass and soil C pools
(equations (2)–(3)). This facilitates further microbial prolif-
eration in the soil because of increased substrate availability
(equations (B10) and (B11)) (a positive feedback).
[24] 5. Increase in root biomass increase N uptake. This

increases photosynthesis (term f(N) in equation (A4)) lead-
ing to a further increase in root biomass (equations (2)–(3)
and term DCfri

in equation (B4)) which facilitates more N
uptake (a positive feedback).
[25] 6. When VSMC falls below the field capacity (term

f(qsw) in equation (A1)), photosynthesis decreases (term g in
equations 14a and 14b in the work of Chen et al. [1999] and
Govind et al. (submitted manuscript, 2009, Figure 7))
because of stomatal regulation. However, decomposition
of soil C pools (term Msi

in equation (1); see also Figure 1)
and the consequent N mineralization (equation (C11)),
could compensate this decrease (a negative feedback).
However, if VSMC increases from the permanent wilting
point, gs and N mineralization increases simultaneously
favoring a synergistic increase in photosysnthesis as shown
by Govind et al. (submitted manuscript, 2009, Figure 7).
[26] 7. Increase in soil water makes the water table depth

(WTD) shallower. This increases the root fraction lying in
the saturated zone (1 � m) (where VSMC = porosity, f)
relative to the fraction lying in the unsaturated zone, m
(where VSMC = q). This effect is proportionately reflected
in the physiological status of leaves in the canopy resulting
in decreased ET and photosynthesis (equations (A5) and
(A6)). This is an indirect positive feedback mechanism that
reduces transpiration or GPP because of variations in root
wetting patterns as a function of root geometry and local
moisture regime.

3. Site Description

[27] The simulation of the coupled biogeochemical and
the related feedback mechanisms was conducted on a boreal
landscape located southeast of Lake Chibougamau in north
central Quebec, Canada (Figure 2). Biogeographically, this
region falls under the Dfc Köppen climate classification
with a mean annual temperature of 0�C and a mean annual
precipitation of 961.3 mm (Environment Canada, Canadian
Climate Normals or Averages 1971–2000, available at
http://www.climate.weatheroffice.ec.gc.ca/climate_normals/
index_e.html, accessed 15 May 2007; last update at time
of access, 2006). The vegetation consists of an overstory
dominated by black spruce (Picea mariana) in coniferous
stands and aspen (Populus tremuloides) or birch (Betula
papyrifera) in mixed and deciduous stands. Jack pine (Pinus
banksiana) and tamarack (Larix laricina) are sporadically

distributed. The understory is mostly dominated by Labrador
tea (Ledum groenlandicum) and Salix sp. The forest floor
consists of a thick moss layer; with feather moss (Pleurozium
schrebei) dominated in wetter areas and Sphagnum sp. and
lichens in moderately drier areas [Bergeron et al., 2007]. This
landscape has a gentle slope of <5%, which is typical of the
Canadian Shield. The vegetation species composition varies
across the gentle topographic gradient with deciduous and
mixed forests in the elevated locations (e.g., eskers) and
coniferous species on flatter locations. The soil is derived
from glaciofluvial deposits and are mostly podzols having
a prominent organic layer with an average depth of 30 cm
[Giasson et al., 2006].

4. Flux and Meteorological Measurements

[28] The Eastern Old Black Spruce (EOBS) tower site
of Fluxnet-Canada Research Network (FCRN), now the
Canadian Carbon Program, is located at 49.69�N and
74.342�W in the southwestern part of this boreal watershed.
Eddy covariance (EC) technique is being used at EOBS site
to make continuous measurements of CO2 and energy
fluxes since mid-2003. EC instrumentation at EOBS com-
prises a three-dimensional sonic anemometer, closed and
open-path infrared gas analyzers (IRGA) that are mounted
on a 24 m scaffold tower. The EC measurements used in this
study were quality controlled, gap-filled, and partitioned for
flux subcomponents by Bergeron et al. [2007] using a
standard Fluxnet-Canada algorithm developed by Barr et
al. [2004]. This algorithm assumes that during night and
cold seasons, GPP is negligible and TER equals NEP.
Further, daytime TER, missing nighttime and cold season
TER were estimated using an empirical logistical function
that relates TER and temperature. GEP was further calcu-
lated from NEP measurements and TER estimates. These
processed data sets were directly obtained from the Data
Information System of the Canadian Carbon Program
(http://fluxnet.ccrp.ec.gc.ca/) and were used as validation
data sets in this study.
[29] Continuous hydrometeorological variables are also

being measured at the EOBS tower site. Rainfall is being
measured using a tipping bucket rain gauge, and total
precipitation is measured using a Geonor T200B rain gauge.
WTD is being monitored using piezometers installed at
three locations within the EC tower footprint. More details
on flux and meteorological measurements can be found in
the work of Bergeron et al. [2007, 2008]. We used a circular
area subtended by a 500 m radius centered on the tower as
‘‘the tower footprint’’ for our data analyses. Since BEPS-
TerrainLab V 2.0 runs at daily time steps, we temporally
upscaled the meteorological and flux (and flux-derived)
measurements taken at half-hourly intervals to a daily time
step between January 2004 and December 2005.

5. Spatial Input Data Sets and Initialization
of C Pools

[30] Several spatial data sets are required to run BEPS-
TerrainLab V2.0. For the present study, we used the same
spatial and meteorological data sets used in the hydro-
ecological study of Govind et al. [2009]. These spatial data
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sets include maps of (1) land cover, (2) LAI, (3) hydrolog-
ically corrected digital elevation model (DEM), (4) slope,
(5) aspect, (6) soil texture, (7) initial WTD, (8) spatial dis-
tribution of thirteen ecosystem C pool sizes and their C:N
ratios for the year 2003 (four biomass C pools and nine soil
C pools, i.e., 26 maps), and (9) a DEM-derived watershed
boundary. All of these spatial data sets have a common
resolution of 25 m and are projected in UTM Z-18N. Daily
meteorological variables such as maximum temperature, min-
imum temperature, dew point temperature, incoming short-
wave radiation, wind speed, and precipitation (rain or snow)

collected at one point (EOBS tower site) were assigned to
all the pixels in the modeling domain after correcting for
the effects of elevation and slope on temperature and solar
radiation, respectively, using a separate meteorological
subroutine within BEPS-TerrainLab V2.0. Biophysical and
hydraulic parameters were assigned in a spatially explicit
manner on the basis of the land cover and soil maps, respec-
tively. Tables 2a and 2b show some of the important param-
eters used for modeling ecophysiological and hydrological
processes that precede the biogeochemical computations
within BEPS-TerrainLab V2.0. Some of the parameters that

Figure 2. Location of the study site, Chibougamau watershed, which includes the Eastern Old Black
Spruce (EOBS) tower site of FCRN where continuous high-precision measurements of fluxes of mass
and energy are being made using eddy covariance technique.
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are exclusively used for biogeochemical modeling are shown
in Table 1.
[31] An initialization procedure was employed considering

the fact that the quantities and qualities (C:N ratios) of
various ecosystem C pools result from the long-term eco-
logical processes subjected to both disturbance and non-
disturbance factors. To this end, we used a long-term C
cycle model, InTEC [Chen et al., 2000] under climate
change, CO2 fertilization, and N deposition, with the
consideration of various disturbance effects on forest age,
from 1920 to 2005. This facilitated the spinning-up of all
the C pools (biomass and soil C pools) in a spatially explicit
manner (Govind et al., manuscript in revision, 2009). We
took the values (for all the 13 pool sizes and their C:N
ratios) at the end of 2003 as the starting point for intensive
biogeochemical simulation using BEPS-TerrainLab V2.0.
This initialization procedure is a necessary step because the
current sizes of various C pools that act as biogeochemical
substrates result from long-term ecological processes. The
accuracy of these spun-up C pools was validated using inven-

tory plot measurements taken by the Canadian Forest Service
in 2003, in a spatially explicit manner.

6. Modeling Experiments

[32] We hypothesize that lateral subsurface base flow
being the most predominant hydrological process responsi-
ble for redistributing infiltrated water in humid boreal
ecosystems (�65% of annual infiltration), it can significantly
affect local-scale hydrological regimes and consequently
modulate the ecophysiological and biogeochemical processes.
In order to investigate the effects of topographically driven
subsurface base flow on the spatial distribution of C sources
and sinks (NEP), we conducted a numerical experiment
using three modeling scenarios that differ in the manner in
which subsurface base flow fluxes are represented. Different
scenarios used in this numerical experiment were named
‘‘Explicit,’’ ‘‘Implicit,’’ and ‘‘NoFlow.’’
[33] In the Explicit scenario, base flow is calculated using

explicit topographic controls and has a realistic soil water
balance at the local scale (pixel). The Implicit scenario cal-
culates base flow fluxes using a bucket-modeling approach

Table 2a. Land-Cover-Specific Ecophysiological and Hydraulic Parameters

Ecophysiological Parameters Units Conifer Mixed Deciduous Wetlands

Canopy clumping index - 0.50a 0.70a 0.80a 0.90b

Maximum carboxylation rate at 25oC mmol m�2 s�1 33.0c 50.0d 60.0d 33.0c,e,f

Maximum stomatal conductance mm s�1 1.60a 3.00a 5.00a 1.60f

Cuticular conductance mm s�1 0.15g 0.15g 0.15g 0.15g

Optimum temperature for photosynthesis �C 20.0h,i 20.0h 20.0h 20.0h

Maximum temperature for photosynthesis �C 37.0h 37.0h 37.0h 37.0h

Root extinction coefficient - 0.94j,k 0.95j,k 0.96j,k 0.93j

Maximum foliar nitrogen % 1.6l 1.7l 1.8l 1.5l

aLiu et al. [2002] and Chen et al. [2006].
bSonnentag et al. [2007] and unpublished measurements at a wetland location near the Eastern Old Black Spruce site taken by Ajit Govind, 2006.
cBonan [1995] and Chen et al. [1999].
dAfter Wilson et al. [2001].
eWetlands in the study site have stunted black spruce trees.
fSonnentag et al. [2008].
gThis study.
hAfter Kimball et al. [1997] and Chen et al. [1999].
iDang et al. [1997].
jAfter Jackson et al. [1996]. For mixed forests, the value is calibrated between conifers and deciduous.
kAfter Chen et al. [2005].
lThis study.

Table 2b. Land-Cover-Specific Ecophysiological and Hydraulic Parametersa

Hydraulic Parameters Symbol Unit Sandy Loam Peat

Field capacity �330 % 0.33a,b 0.45c

Permanent wilting point �1500 % 0.10b,d 0.10c

Porosity � % 0.46b,e 0.83e

Maximum conductance of soil surface a mm s�1 1.0c 2.0c

Saturated hydraulic conductivity (vertical) Ksat,vertical m d�1 6.0c 258f

Saturated hydraulic conductivity (horizontal) Ksat,horizontal m d�1 10.0c 258f

Ks decay rate with depth s m�1 0.03g 7.50f

Exponent of the moisture release equation B – 4.9b,h 6.0i

aTombul et al. [2004].
bRawls et al. [1982].
cThis study.
dKirchmann et al. [2005].
eSchwarzel et al. [2002].
fGovind et al. [2009].
gThis study, calibrated.
hBeringer et al. [2001].
iLetts et al. [2000].
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assuming that soil water having energy status above the
field capacity drains off as lateral flow. In this scenario,
neither topographic controls nor interactions of neighboring
pixels with regard to lateral water fluxes were considered.
This methodology is commonly used in most of the large-
scale ecological models where detailed hydrological descrip-
tions are absent (e.g., BEPS [Liu et al., 1997]; CASA [Potter,
1997]; and C flux [Turner et al., 2006]).
[34] The third scenario, i.e., the NoFlow, completely

ignores the topographically driven subsurface base flow.
The only possible pathway of lateral water movement is
surface overland flow (SOLF). However, SOLF occurs only
after the entire soil profile is saturated. This scheme is
employed in models that consider topography-driven lateral
water flow but overlooks the consequence of alterations in
plant physiological and biogeochemical processes as a
result of excessive soil saturation.
[35] In all three scenarios, we used the same spatial data

sets, meteorological forcing and land cover and soil-
texture-specific coefficients for hydrological, ecological, or
biogeochemical processes. In this paper, the Implicit and the
NoFlow scenarios are collectively referred to as nonexplicit
scenarios. A detailed description of these scenarios and the
simulated water balances can be found in the work of Govind
et al. (submitted manuscript, 2009).

7. Results

7.1. Snow Depth and Soil Temperature

[36] The simulated dynamics of snowpack thickness and
the consequent soil temperature at the EOBS tower footprint
is shown in Figure 3 for the years 2004 and 2005. Although
we used a quasi-physical approach to model snow dynamics
at daily time steps, we were able to capture the seasonal
pattern of the snow depth. At the EOBS site, around 25% of
the annual precipitation (1053 mm and 902 mm in 2004 and
2005, respectively) was in the form of snowfall, creating an
average snowpack thickness of up to 80 cm in March. Much
of the discrepancies in the simulated snow depth were seen
toward the spring season, especially in 2005, when the
model was highly sensitive to air temperature, rain, or solar
radiation, which caused a rapid snowmelt. However, in
reality, there was a large snowpack built up during this

time. Nevertheless, the model captured the dynamics of
snow depth on a daily basis (2004–2005) with a reasonable
accuracy (r2 = 0.90, p < 0.001, and RMSE = 0.07 m d�1).
[37] Snowpack, depending on its density, acts as an

efficient thermal insulator that favors edaphic life in the
long boreal winter [Davidson and Janssens, 2006; Kielland
et al., 2006]. Seasonal dynamics of snow depth facilitated
realistic simulation of winter soil temperature and various
biogeochemical processes. It can be seen from Figure 3 that
soil temperature was more or less constant throughout the
winter season when the snowpack was present as an
insulating layer.
[38] With the inclusion of a multilayer, one-dimensional

soil heat transfer procedure, the model was able to capture
the annual trend of the near-surface soil temperature (20 cm)
with reasonable accuracy (r2 = 0.92, p < 0.001, and RMSE =
0.5�C d�1). The inclusion of one dynamic snow layer and
five soil layers in order to implement the heat transfer
process that is solved numerically utilizing temporally,
spatially, and vertically varying thermal properties for a
modeling domain that consists of �50,000 pixels at a daily
time step was computationally pragmatic. However, for
large modeling domains with finer spatial resolutions, the
number of soil layers needs to be reduced or the spatial
resolution should be made coarser to implement this
scheme.

7.2. Spatiotemporal Patterns of NEP and TER

[39] The spatial distributions of annual NEP for the years
2004 and 2005 are shown in Figure 4. The spatial distribu-
tions suggest that, in general, locations that are dominated
by mixed and deciduous stands act as C sinks (positive NEP
values), whereas mature black spruce stands act as weak C
sources, weak C sinks, or as C neutral. There are several
studies that demonstrate age-related decline of productivity
of mature black spruce stands. Our results are consistent
with chrononosequence-based studies conducted in a sim-
ilar boreal ecosystem by Wang et al. [2003] and Bond-
Lamberty et al. [2004]. Wetlands on this boreal landscape
behave as small C sinks, similar to some mature conifer
forest stands. The range of the modeled NEP on this boreal
landscape was quite large, i.e., �100 to +375 gC m�2 a�1,
implying a large variability in biogeochemical processes.

Figure 3. Temporal dynamics of the snow depth and near-surface (20 cm) soil temperature.
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[40] We identified that positive annual NEP values were
associated with middle-aged stands that are currently acting
as large C sinks (�200 gC m�2 a�1, locations having red
tones in Figure 4). These locations are generally found in
deciduous (aspen) or mixed forest-dominated stands that
were quickly established after a disturbance event in the
recent past. Annual NEP values that we simulated for aspen-
dominated stands were consistent with the C fluxes measured
in a boreal ecosystem in central Saskatchewan, Canada, by
Krishnan et al. [2006] who reported an annual NEP of around
153 ± 99 gC m�2 a�1 in a mature aspen stand. Unlike the
spatial distribution of annual GPP [Govind et al., 2009] or
NPP (Govind et al., manuscript in revision, 2009), annual
NEP showed only a weak congruency with the LAI or land
cover distributions.
[41] The simulated temporal patterns of various ecosys-

tem C indicators (GPP, NEP, and TER) in comparison to EC
measurements (or EC-derived measurements) taken at the
EOBS tower footprint are shown in Figure 5. The temporal
pattern of the simulated daily GPP [Govind et al., 2009] is
displayed for comparison with NEP and TER. On a daily
basis, the model was able to capture the NEP dynamics with
reasonable accuracy (r2 = 0.80, p < 0.001, and RMSE =
0.63 gC m�2 d�1). In general, the ecosystem behaved as a C
source in the winter and as a C sink in the growing seasons
(Figure 5b). In 2004, the annual NEP in the footprint region
was simulated to be 11 gC m�2 a�1 (6 ± 12 gC m�2 a�1,
measured by EC technique [Bergeron et al., 2007]), and in
2005, it was simulated to be �2.0 gC m�2 a�1 (0 ± 3 gC
m�2 a�1, measured by EC technique [Bergeron et al.,
2008]). Even during the growing season, on some days,
the ecosystem behaved as a strong C source although
photosynthesis occurred at higher magnitudes. These con-
ditions usually occurred during warm dry periods (between
DOY 150–220 in 2004 and DOY 140–225 in 2005), when
TER was much higher than GPP. Similar observations were
made by Griffis et al. [2003], Black et al. [2005], and
Bergeron et al. [2007] in boreal ecosystems. Meteorological
data revealed that 2004 was humid and cooler than 2005, and
the flux data showed that in 2004, the annual GPPwas around
596 gC m�2 a�1 while the annual NEP was 6 ± 12 gC
m�2 a�1. However, in 2005, although the annual GPP was

increased to as much as 689 gC m�2 a�1, the annual NEP
was reduced to 0 ± 3 gC m�2 a�1. This implies that although
drier and warmer conditions favored increased photosyn-
thesis, it does not necessarily facilitate an increase in C
sequestration. We speculate that in this humid boreal
ecosystem, warm drier periods favor photosynthesis because
of an increase in gs and N availability. Unlike water-scarce
ecosystems where gs increases or stabilizes even if VSMC
increases beyond the field capacity of the soil, in humid
boreal ecosystems, a plant stress is induced when VSMC
increases beyond the field capacity, which reduces gs (see
Appendix A).
[42] The TER is an influential portion of the C balance

determining the NEP of an ecosystem. This is because of
the presence of several subcomponent processes (e.g., Rg,
Rm and Rh) and the associated feedback mechanisms (e.g.,
N mineralization) that directly or indirectly modify its
magnitude. Components of TER can have different
responses to temperature and soil water content [Boone et
al., 1998; Lavigne et al., 2004]. Depending on the environ-
mental controls (soil moisture and temperature) and the
quantities and qualities of various C pools, the simulated
TER implied biogeochemical processes in terms of NEP. In
Figure 5c, the simulated TER is compared to the EC-
derived TER for the years 2004 and 2005. It can be seen
that during the winter seasons, when the air temperature was
very low (e.g., �30�C), TER magnitudes were sizable
although GPP magnitudes were negligible. During these
periods, the near-surface soil temperature remained almost
uniform (near 0–1�C) because of the thermal insulation
imparted by the snowpack facilitating active soil respiration.
Seasonally, 2004 showed smaller shifts in the ecosystem’s
status as a C sink to C source than 2005, resulting in a net
sink of around 11 gC m�2 a�1. However, in 2005, although
the annual GPP was high, the annual NEP was lower
because of increased TER as a result of prolonged warm
dry periods. This resulted in simulating the ecosystem as a
weak C source (�2 gC m�2 a�1). The model was able to
capture the seasonal trend of TER with reasonable accuracy
(r2 = 0.84, p < 0.001, and RMSE = 0.54 gC m�2 d�1).
Bergeron et al. [2007] suggests that the thermal insulation
created by thick snowpack at the EOBS site makes this

Figure 4. Spatial distribution of the annual net ecosystem productivity (NEP) simulated for the years
2004 and 2005.
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ecosystem the smallest C sink in comparison to other
mature black spruce ecosystems in Canada.
[43] The increased respiratory losses of C can be attrib-

uted to large magnitudes of Rg and Rm, a common charac-
teristic of mature black spruce stands. Lavigne et al. [1997]
reported that for black spruce ecosystems, soil respiration
accounts for as much as 48–71% of TER. Black et al.
[2005] also reported that the contribution from soil respira-
tion can be as high as 80, 67, and 83% of TER for boreal

aspen, black spruce, and jack pine sites, respectively. We
recognize that the presence of thick snowpack in the winter
season has a great role in determining the annual NEP of C
neutral ecosystems. Goulden and Crill [1997], Goulden et
al. [1998], and Black et al. [2005] also suggest that boreal
coniferous stands can release a large amount of the C gained
in the previous growing season because of respiratory losses
during winter. Thus, modeling snow dynamics is critical to

Figure 5. Comparison ofmeasured and simulated (a) gross primary productivity (GPP), (b) net ecosystem
productivity (NEP), and (c) total ecosystem respiration (TER) (5-day moving averages shown for visual
clarity) at the footprint region of the EOBS tower site for years 2004 and 2005.

G02006 GOVIND ET AL.: HYDROLOGICAL INFLUENCE ON C AND N CYCLES

11 of 23

G02006



accurately simulate soil temperature, soil respiration, and
thus NEP in mature boreal ecosystems.
[44] We also need to consider some feedback mechanisms

that are strengthened because of temporal variations in TER,
GPP, and ET to fully understand the C balance of this humid
boreal ecosystem. For example, while Ra is primarily
determined by the magnitudes of various biomass C pools
and temperature, Rh is determined by a variety of factors
such as soil temperature, soil moisture, quantities and
qualities of various soil C pools and some feedback relation-
ships. During warm dry periods, increased ET losses rapidly
dried the soil profile which facilitated increased decompo-
sition of soil C pools that resulted in increased N mineral-
ization and leaf N. This affected GPP due to increased
carboxylation rates. Thus, we speculate that the increased
NEP (sink) immediately after prolonged dry periods could
be partially attributed to photosynthetic gains due to the
synergism between increased N mineralization and in-
creased gs due to optimal soil moisture conditions (between
permanent wilting point and field capacity).

7.3. Differences in the Simulated Annual NEP Under
Hydrological Scenarios

[45] In order to investigate the role of hydrological
processes that govern the local-scale biogeochemical pro-
cesses and the consequent spatial distribution of C sources
and sinks, we analyzed the annual NEP (2004) simulated by
the three hydrological scenarios as described in section 6.
Before analyzing the differences in simulated biogeochem-
ical processes, it is useful to understand how hydrological
processes differ under the three scenarios. Govind et al.
(submitted manuscript, 2009) describes the variations in the
water balance at the footprint region of the EOBS tower site
for all the three scenarios. It was suggested that 93% of the
annual precipitation entered the soil as infiltrated water after

accounting for canopy interception and evaporation. Of this
infiltrated water, 64.4%, 76.2%, and 0% were lost as
subsurface base flow; 7.9%, 0%, and 66% were lost as
SOLF; 27%, 32.4%, and 24.5% were lost as ET (excluding
evaporation of water intercepted on the canopy); and
+0.05%, �8.6%, and +9.4% were the storage changes in the
Explicit, Implicit, and the NoFlow scenarios, respectively.
It is hence clear that subsurface base flow is the dominant
mechanism of water partitioning in the Explicit and the
Implicit scenarios whereas it is SOLF in the NoFlow
scenario. Nevertheless, the magnitudes of total lateral water
fluxes (base flow +SOLF) is similar in all the three
scenarios i.e., 72%, 76%, and 66% of the annual infiltrated
water in the Explicit, Implicit, and the NoFlow scenarios,
respectively, indicating that it is the nature of hydrological
partitioning that creates differences in the biogeochemical
simulations.
[46] Figure 6 shows a pixel-to-pixel comparison of annual

NEP simulated under the three scenarios (Explicit versus
Implicit or NoFlow scenarios) for the whole watershed (n =
35426). The color tones represent the density of annual NEP
values. Red tones indicate the most commonly occurring
values whereas green tones indicate annual NEP values that
are rarely found on this boreal landscape. The plots clearly
demonstrate that there are pronounced differences under the
three hydrological scenarios (deviation from the 1:1 line).
[47] In general, both the nonexplicit scenarios overesti-

mated annual NEP in comparison to the Explicit scenario.
Since NEP depends on many processes such as photosyn-
thesis, TER, N mineralization, gs, and the associated feed-
back relationships that are intensified by hydrothermal
variations directly or indirectly, it is impossible to give a
single reason for the differences in the simulated annual
NEP. It is probable that TER is greatly subdued under the
NoFlow scenario resulting in an increased annual NEP (as

Figure 6. Plots of the annual NEP simulated under different hydrological scenarios. (left) The plot
between the Implicit and Explicit scenarios. (right) The plot between the NoFlow and the Explicit
scenarios. In both plots, the line on slope = 1 is the Explicit scenario, and departure from this line is
considered as the bias.
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much as 199 gCm�2 a�1). This could be because of excessive
soil saturation that makes the ecosystem a net C sink in spite
of having lowered photosynthesis due to decreased gs (due
to flooding-induced plant stress) and decreased N mineral-
ization (due to reduced decomposition of soil C pools). The
deviation created by the NoFlow scenario resembles the
type of bias inherently present in models where the lateral
water fluxes are assumed to be only due to SOLF. This is a
common type of hydrological representation in some of the
land surface schemes that are used within GCMs [Shao and
Henderson-Sellers, 1996].
[48] The Implicit scenario also showed, in general, an

overestimation of the annual NEP in comparison to the
Explicit scenario. This could be due to optimal soil moisture

conditions that favored photosynthetic C gains (due to an
increase in gs and N availability) that dominated over
increased respiratory C losses. Implicit calculation of sub-
surface base flow assumed that within a soil profile, if soil
water has energy status above the field capacity, it is prone
to gravitational flow. However, base flow in this scenario is
not directly controlled by topography. Thus, even on flatter
locations, where the slope is almost negligible, soil moisture
conditions unrealistically remained conducive for plant
growth and decomposition of soil C pools. Implicit for-
mulations of lateral water fluxes are common in ecological
models such as Liu et al. [1997], Turner et al. [2006], or
Potter [1997] where hydrological controls are implicitly

Figure 7. The spatial distribution of annual NEP bias under various hydrological scenarios: (a) by the
Implicit scenario and (c) by the NoFlow scenario. (b and d) The spatial distribution of NEP difference
types for the Implicit and the NoFlow scenarios, respectively.
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represented irrespective of the topographic variations of the
landscape.
[49] Figures 7a and 7c show the spatial distributions of

the differences of the annual NEP as simulated by the
nonexplicit scenarios in comparison to the Explicit scenario
(hereafter ‘‘NEP difference’’). It is quite apparent that NEP
differences were prominent in both of the two nonexplicit
scenarios. The spatial distribution of NEP differences be-
tween the Implicit and the Explicit scenarios (Explicit-
Implicit) shows that there is a marked overestimation of
the annual NEP by the Implicit scenario (dark blue tone, -ve
values represent overestimation). On flatter soil-saturation-
prone locations, annual NEP was greatly overestimated (as
much as 375 gC m�2 a�1). At these locations, if the land
cover was composed of deciduous or mixed forests, photo-
synthesis and N availability synergistically increased, which
further overestimated the annual NEP. On hillslope loca-
tions, the Implicit scenario created only slight underestima-
tions (red tone) because the simulated base flow fluxes were
comparatively lesser than what the Explicit scenario would
simulate. Note that the maximum underestimation by the
Implicit scenario on hillslopes was as low as 0.1 gC m�2 a�1,
indicating that the Implicit scenario has only a weak tendency
to underestimate NEP.
[50] The spatial distribution of NEP differences between

the NoFlow and the Explicit scenarios (Explicit–NoFlow)
also show that there is, in general, an NEP overestimation
(blue tone, low values represent overestimation). On flatter
locations, annual NEPs were overestimated (as much as
199 gC m�2 a�1) whereas on some locations, unlike the
Implicit scenario, the NoFlow scenario showed marked
underestimation of annual NEP probably because of an
antagonistic reduction of photosynthesis due to reduction
in gs and N mineralization.
[51] Interpreting the influence of topographically driven

base flow on biogeochemical processes solely on the basis of
NEP difference maps is inadequate because various factors
affect these processes simultaneously and differently. In the

scatterplots shown in Figure 6, it is possible to delineate NEP
differences into six types. Each NEP difference type has a
unique reason for its occurrence. These can be summarized as
follows:
[52] Type 1: This type of bias occurs when the NEP

simulated by the nonexplicit scenario is larger than the
Explicit scenario. This is a case of intensification of an
existing C sink, and this bias arises either from an increase
in GPP and/or a reduction in TER.
[53] Type 2: This type of bias occurs when the NEP

simulated by the nonexplicit scenario is less than the
Explicit scenario. This is a case of weakening of C sinks,
and this bias arises either from a decrease in GPP and/or an
increase in TER.
[54] Type 3: This type of bias occurs when the NEP

simulated by the nonexplicit scenario results in a complete
reversal of C sinks (mostly weak sinks) to C sources.
[55] Type 4: This type of bias occurs when the NEP

simulated by the nonexplicit scenario intensifies the existing
C sources because of an increase in TER and/or a reduction
in GPP.
[56] Type 5: This type of bias occurs when the NEP

simulated by the nonexplicit scenario weaken the C sources
but still remain as C sources because of a small decrease in
TER and/or a small increase in GPP.
[57] Type 6: This type of bias occurs when the NEP

simulated by the nonexplicit scenario results in a complete
reversal of C sources (mostly weak sources) to C sinks
because of an increase in GPP and/or decrease in TER.
[58] In order to get a better insight on the effects of

subsurface base flow on biogeochemical processes, we
mapped the NEP difference types as shown in Figures 7b
and 7d for the two nonexplicit scenarios. It is obvious that
type 5 and type 1 are the dominant forms under the Implicit
scenario and type 5, type 1, and type 2 in the NoFlow
scenario. Hence, it can be deduced that errors in the
simulated NEP as a result of simplified hydrological repre-
sentations can have various reasons for their existence.

Figure 8. Relative occurrence of various NEP difference types under different hydrological scenarios.
Note that in both the nonexplicit scenarios, type 5 is the dominant bias type.

G02006 GOVIND ET AL.: HYDROLOGICAL INFLUENCE ON C AND N CYCLES

14 of 23

G02006



Figure 8 shows the relative contribution of different types of
biases under the nonexplicit scenarios. It is clear that type 5,
type 1, and type 6 are the dominant types of NEP biases.

8. Discussion

8.1. Mechanisms of Hydrological Control on NEP

[59] In section 7.3, it was demonstrated that alterations in
local hydrological regimes as a result of differences in the
conceptualization of the landscape-scale hydrological pro-
cesses can greatly affect the spatial distribution of annual
NEP. These NEP differences occur mainly because of
variations in the magnitudes of the two hydrologically
controlled processes, GPP and TER. Table 3 summarizes
the mechanisms of NEP differences under the three scenar-
ios. In Table 3, DNEP, DGPP, DRa, and DRh represent
percentage change in NEP, GPP, Ra, and Rh as a result of
nonexplicit hydrological representation relative to the Ex-
plicit scenario (realistic). Because of nonlinearities and
feedback relationships, these changes are not additive in
nature. It can be seen that a type 5 bias is mainly responsible
for overestimation of annual NEP in both the nonexplicit
scenarios. Under the Implicit scenario, the type 5 bias is
responsible for errors in 44.5% of the pixel population.
Under the NoFlow scenario also, a type 5 bias is still the
dominant cause for NEP errors (errors in 41% of the
pixel population). Although a type 5 bias is created
because of weakening of C sources, it should be noted
that the mechanisms are quite different in both nonex-
plicit scenarios.
[60] In the Implicit scenario, a type 5 bias occurs

mainly because of a 15% increase in GPP. Here, the soil
moisture status is always maintained at optimal conditions
(between field capacity and permanent wilting point)
which increases gs at locations that are otherwise saturated
(e.g., flat and lowlands). Increased gs leads to increased
transpiration and photosynthesis. Consequently, conducive
conditions for soil respiration and decomposition of soil C
pools are created leading to N mineralization [Arain et
al., 2006; Traore et al., 2007; Tan and Chang, 2007]
which synergistically increases GPP on the basis of the

feedback mechanisms 1, 4, and 5 as shown in section 2.3.
There are physiological studies that demonstrate that opti-
mal moisture conditions increase available plant N which
further affects Vcmax and photosynthesis positively
[Wohlfarht et al., 1999]. The temporally integrated Farquhar
model of Chen et al. [1999], which is employed in BEPS-
TerrainLab V2.0, has a nonlinear relationship between gs
and photosynthesis (Govind et al., submitted manuscript,
2009). However, because of the synergism between N
availability and gs, GPP steadily increases under the
Implicit scenario without any saturation. This causes a posi-
tive bias in the simulated NEP even if the TER is enhanced
simultaneously.
[61] Under the NoFlow scenario, a type 5 bias occurs

mainly because of suppression of TER (40%), even if the
photosynthesis reduces as much as 35%. Feedback mecha-
nisms (2, 3, 6, and 7 mentioned in section 2.3) that operate
under the NoFlow scenario facilitate unrealistic reduction of
photosynthesis because of reduction in gs and N availability
due to soil saturation. However, the respiratory losses are
greatly suppressed under this scenario creating a net gain
in NEP.
[62] In general, the net effect in both the nonexplicit

scenarios is a weakening of the existing C sources (NEP
becoming less negative). This reveals that ecological mod-
els that have simplified hydrological representations could
have larger errors in determining the magnitudes of existing
C sources rather than the C sinks. Although the lateral water
fluxes (as the sum of subsurface base flow and SOLF)
simulated by all the three scenarios are comparable, these
simplified hydrological representations introduce unrealistic
plant physiological and biogeochemical conditions creating
systematic errors that intensify many feedback mechanisms
within modeling domains.

8.2. Dynamics of Ecosystem C Pools Under Various
Hydrological Scenarios

[63] Although it is obvious that the magnitudes of annual
GPP and annual TER determine annual NEP, it is also
important to understand the nature of C dynamics (both in
the biomass and in the soil) under the three hydrological

Table 3. Differences in the Magnitudes of C Fluxes Within Various NEP Difference Types as a Result of Nonexplicit Hydrological

Representation

Bias Type DNEPa (as %) DGPPa (as %) DRaa (as %) DRha (as %) Dominant Mechanism Probability of Occurrenceb

Implicit
1 +60.1 +16.3 +8.3 +8.7 P dominated sink increase 31.2
2 �5.1 +31.3 +37.9 +37.3 R dominated sink decrease 0.6
3 �245.1 +119.5 +128.7 +131.9 R dominated sink to source 0.4
4 �17.4 +57.5 +52.7 +52.1 R dominated source increase 2.9
5c +52.4 +15.0 +7.3 +5.1 P dominated source decrease 44.5
6 +166.0 +25.9 +12.3 +9.6 P dominated source to sink 20.5

NoFlow
1 +43.8 �21.7 �29.7 �31.7 P dominated sink increase 18.0
2 �24.2 �32.3 �33.2 �35.5 R dominated sink decrease 13.4
3 �172.5 �30.5 �24.5 �28.9 R dominated sink to source 0.8
4 �42.1 �18.9 �13.1 �18.0 R dominated source increase 2.1
5c +68.6 �35.9 �39.9 �40.7 R dominated source decrease 41.0
6 +138.0 �29.6 �38.2 �39.8 P dominated source to sink 24.8

aPercentage change from Explicit values of annual net ecosystem productivity (NEP), gross primary productivity (GPP), Ra, and Rh. P is photosynthesis,
and R is respiration.

bAs percentage of n = 35425 pixels.
cDominant bias type.
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scenarios. Ecosystem C pools act as substrates for various
biogeochemical processes. Sizes of C pools are important in
determining the magnitudes of the subcomponents of TER
or N mineralization because a first-order kinetics is assumed
to describe these biogeochemical processes in most of the
ecological models similar to BEPS-TerrainLab V2.0. More-
over, these trends are likely to shed some light on the
current uncertainties associated with the terrestrial C cycle
under climate change [e.g., Cox et al., 2000]. The temporal
dynamics of various biomass and soil C pools (landscape
average) for the three scenarios are shown in Figure 9 for
the year 2004. It is apparent that the differences among the
scenarios are identifiable soon after the spring (�DOY =
150) when soil gets wet because of snowmelt, initiating
base flow fluxes.
[64] The soilCpools,Ccd,Cssd,Csmd,Cfmd,Cfsd,Cm,Cs, and

and Cm accumulate under the NoFlow scenario and tend to
deplete under the Implicit scenario. This is because soil
moisture in the former case was suboptimal for C pool
decomposition while it was hyperoptimal in the latter case.
Only the passive soil organic C pool (Cp) showed a trend
different from the other soil C pools. This is theoretically
plausible because Cp represents the most recalcitrant form

of soil C that comprises humus, which is the last product of
soil organic matter decomposition. Because C decomposi-
tion was intense in the Implicit scenario, Cp accumulated as
opposed to the NoFlow scenario. On the other hand,
biomass C pools (Cw, Ccr, Cfr and Cl) were underestimated
in the NoFlow scenario while they were overestimated the
Implicit scenario. This is mediated by changes in gs,
variations in Ra, and N mineralization.
[65] Figure 10 demonstrates how the soil C stocks (sum of

all soil C pools) build up in the soil under the NoFlow
scenario. Under saturated conditions, the model simulated
the C cycle similar to temperate wetlands where the decom-
position of soil organic matter is very limited [Nakane et al.,
1997; Bond-Lamberty et al., 2007]. However, under the
Implicit scenario, the soil C pools decomposed faster in the
growing season, although sufficient replenishments occurred
because of increased biomass C turnover into the soil.

8.3. Nutrient (N) Availability and Associated Feedback
Mechanisms

[66] N control on C cycle is represented in BEPS-
TerrainLab V2.0 through leaf N that affects the Vcmax
used in the process-based photosynthesis model [Arain et

Figure 9. Temporal dynamics of various ecosystem C pools under hydrological scenarios. The C pools
shown here are coarse detritus pool (Ccd), surface structural pool (Cssd), surface metabolic pool (Csmd),
soil structural litter pool (Cfsd), soil metabolic pool (Cfmd), soil microbial pool (Cm), slow C pool (Cs),
passive C pool (Cp), surface microbial pool (Csm), woody biomass pool (Cw), coarse root and fine root
biomass pools combined (Ccr Cfr), and foliage biomass pool (Cl).
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al., 2006]. Although a substantial amount of N is present in
the soil organic matter, a majority of this is unavailable to
plants. Since BEPS-TerrainLab V2.0 simulates the sizes of
various soil C pools, it is possible to simulate the dynamics
of their C:N ratios as well (see Appendix B for the
equations). The dynamic nature of the quantities and qual-
ities of C pools facilitates the calculation of N mineraliza-
tion or immobilization that occurs as a result of soil C pool
decomposition or interconversion. Together with Ndep and
Nfix, only part of the soil N is available to the vegetation.
This continuum of N cycling in the soil is strongly con-
trolled by hydrothermal processes. The Implicit scenario
mimics conditions that are seen in well-drained deciduous
forests while the NoFlow scenario mimics conditions sim-
ilar to peatlands [Devito et al., 1999].
[67] Figure 11 shows the seasonal pattern of leaf N (%)

under the three hydrological scenarios. Leaf N remained
minimal in the winter seasons, owing to weak decomposi-
tion of soil C pools and N availability, under all the
scenarios. In the NoFlow scenario, in general, the soil water
balance was altered in such a way that soil profile got
excessively saturated because of the absence of topograph-
ically driven base flow. Under the NoFlow scenario,
although the possibility of some locations becoming
excessively dry cannot be fully ruled out, because of the
excessively humid nature of this ecosystem, it can be
generalized that locations that dry because of the absence
of base flow fluxes are comparatively less. Throughout the
year, soil C pools accumulate without decomposition,
reducing N mineralization. However, under the Implicit
scenario, soil moisture remains conducive even on flatter
locations of the landscape creating optimal conditions for N
mineralization and biomass increase. This increased bio-
mass further increases C inputs to soil thus facilitating more
N mineralization, creating a positive feedback mechanism
[Schroter et al., 2003].

9. Summary and Conclusions

[68] In order to better understand the interactions between
water, C, and N cycles in terrestrial ecosystems in a spatially
explicit manner, we developed a hydroecological model,

BEPS-TerrainLab V2.0 that has a tighter coupling of
ecophysiological, hydrological, and biogeochemical pro-
cesses. We ran this model over a boreal landscape in north
central Quebec and compared the simulations with various
measurements to test the model’s performance. Further, we
conducted a modeling experiment to understand the hydro-
logical influence on C and N cycling and the associated
feedback mechanisms. From this study we draw the follow-
ing conclusions.
[69] 1. The seasonal dynamics of modeled NEP and TER

at a daily time step agreed well with the eddy covariance
measurements indicating that BEPS-TerrainLab V2.0 can
capture these biogeochemical processes with reasonable
accuracy.
[70] 2. The main factors governing the accuracy of the

simulated NEP were the accuracies of the simulated GPP
and TER. While the former depends mainly on hydrolog-
ically controlled gs and the leaf N content, the latter depends
on several factors that directly or indirectly depend on soil
hydrothermal regimes and the nature of the dynamics of
various ecosystem C pools.
[71] 3. Accuracies of TER (particularly Rh) and N min-

eralization are thermally controlled. It is therefore essential
to precisely model boreal edaphic thermal regimes in order
to accurately map C sources and sinks. This needs the
inclusion of snow dynamics and soil heat transfer schemes
within ecological models that simulate C dynamics in boreal
ecosystems.
[72] 4. In general, hydrological simulations without the

explicit consideration of subsurface base flow overestimate
NEP. Six types of biases can be created because of simpli-
fied hydrological representations. These biases occur be-
cause of variations in ecophysiological and biogeochemical
processes consequent of the nature of the local-scale soil
water balance. The most common bias is an underestimation
of the existing C sources.
[73] 5. Soil C dynamics are significantly altered under

simplified hydrological representations. Soil C pools either
accumulate as the soil saturates due to decrease in TER or
deplete when soil moisture is maintained at hyperoptimal
conditions. This has significance with regard to N avail-

Figure 10. Temporal dynamics the total soil C pools (sum
of all the pools) under various hydrological scenarios.

Figure 11. Temporal dynamics of leaf N content under
various hydrological scenarios. Note the pronounced N
limitation under the NoFlow scenario which is primarily
due to reduced soil C decomposition and N mineralization.
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ability, which indirectly affects primary production and C
cycling.
[74] In conclusion, we saw that hydrology plays a critical

role in determining the spatiotemporal distribution of C
sources and sinks. We believe that it is imperative to simulate
realistic hydrological regimes within ecological models to
accurately map spatiotemporal patterns of C sources or sinks.
Our results suggest that the lateral subsurface flow does play
a significant role in boreal C source/sink distribution. Some
studies indicate that under climate change, melting of per-
mafrost in high-latitude ecosystems could intensify biogeo-
chemical processes [Deming, 1995; Zimov et al., 2006].
Large-scale bottom-up modeling endeavors should therefore
have a tight coupling of hydrological, ecophysiological, and
biogeochemical processes to reduce the current uncertainties
in terrestrial-atmosphere C exchange.

Appendix A

A1. Ecophysiological Processes

A1.1. Ambient Stomatal Conductance (gs)

[75] In BEPS-TerrainLab V2.0, gs is calculated similar to
the multiplicative approach proposed by Jarvis [1976].
Scalars (ranging between 0 and 1) representing various
environmental controls constrain a land-cover-specific max-
imum stomatal conductance, gs,max to return the gs as shown
below:

gs ¼ gsmax
: f Fp

� �
� f Tað Þ � f Dvð Þ � f qswð Þ � f Tsð Þ

� 

ðA1Þ

Here Fp is the photosynthetic photon flux density (PPFD),
Ta is the mean air temperature, Dv is vapor pressure deficit,
and qsw is the VSMC. There are many studies that provide
evidence that either gs or ET decreases with increasing qsw
beyond the field capacity [Pereira and Kozlowski, 1977;
Kozlowski, 1984; Zhang and Davies, 1987; Else et al.,
1996]. Flooding-induced plant stress occurs because of a
variety of reasons such as anoxic conditions and production
of toxic compounds in the rhizosphere. Unlike water-limited
ecosystems, where plant stress is a direct function of water
scarcity, in humid boreal ecosystems, water stress is mostly
attributed to soil saturation (flooding). In order to
conceptualize this, in BEPS-TerrainLab V2.0 we use
f(qsw) which is unique to boreal ecosystems. The method
for calculating these scalars can be found in the works of
Chen et al. [2005, 2007] and Sonnentag et al. [2008]. In
BEPS-TerrainLab V2.0 a new scalar f(Ts) accounts for the
effects of soil temperature on gs [Govind et al., 2009].
Finally, the total conductance is calculated by assuming the
cuticular conductance gcuticle in parallel and boundary layer
conductance gboundary in series to gs. Conductance for CO2

transport between the vegetation and the atmosphere is
assumed to be 0.0625 times the conductance for H2O.

A1.2. Photosynthesis

[76] Daily canopy-scale photosynthesis is calculated us-
ing the instantaneous leaf-level model of Farquhar et al.
[1980], which is approximated as the minimum of Rubisco-
limited and light-limited gross photosynthesis rates as
shown below:

A ¼ min Wc;Wj

� �
� Rd ðA2Þ

Wc ¼ Vm

Ci � G
Ci þ K

and Wj ¼ J
Ci � G

4:5Ci þ 10:5G
ðA3Þ

where A is the net leaf-level photosynthesis and Wc and Wj

are Rubisco-limited and light-limited gross photosynthesis
rates in mmol m�2 s�1, respectively. Rd is the dark
respiration. Vm is the maximum carboxylation rate while J
is electron transport rate. Ci is the intercellular CO2

concentration; K is a function of enzyme kinetics. G is the
CO2 compensation point without the effects of dark
respiration. Vm can be expressed as a function of both
temperature and leaf nitrogen content [Bonan, 1995]:

Vm ¼ Vm25:2:4
T�25ð Þ
10 :f Tð Þ:f Nð Þ ðA4Þ

[77] For daily applications, Chen et al. [1999] developed
a temporal upscaling scheme by equating equation (A2)
with g(Ci � C), another representation for leaf-level pho-
tosynthesis [Leuning, 1990]. Furthermore, this temporally
upscaled model is spatially upscaled using LAI fractions
that correspond to different physiological statuses (four-leaf
approach) for the overstory canopy (equation (A5)) and big-
leaf approach for the understory and the moss layers:

Acanopy ¼ Asun;unsatLAIsun:mþ Asun;satLAIsun 1� mð Þ
� 

þ Ashade;unsatLAIshade:mþ Ashade;sat:LAIshade 1� mð Þ
� 


ðA5Þ

[78] In equation (A5), Aij is the daily leaf-level photo-
synthesis calculated separately for four physiologically
distinct leaf types in a canopy. These physiological varia-
tions are conceptualized on the basis of differences in light, i
(sunlit or shaded) and water regimes, j (saturated or unsat-
urated), creating unique values of gs. Here, j is calculated on
the basis of the assumption that the nature of root-wetting
pattern proportionately reflects in the physiological statuses
of leafs in a canopy through the variable, m which is a
function of the root extinction coefficient, b (Table 2) and
WTD. Root fraction (1 � m) lying in the saturated zone gets
VSMC = qs = f whereas root fraction (m) lying in the
unsaturated zone gets VSMC = q [Govind et al., 2009].

Asun;sat ¼ f gs;sun;sat
� �

gs;sun;sat ¼ f1 Fpsun ;f
� �

Asun;unsat ¼ f gs;sun;sat
� �

gs;sun;sat ¼ f1 Fpshade ; q
� �

Ashade;sat ¼ f gs;shade;sat
� �

gs;sun;sat ¼ f1 Fpsun ;f
� �

Ashade;unsat ¼ f gs;shade;unsat
� �

gs;sun;sat ¼ f1 Fpshade ; q
� � ðA6Þ

LAI = Total leaf area index from the input data.

LAIsun ¼ 2:Cosq: 1� exp � 0:5:W:LAI
Cosq

� �� �
ðA7Þ

LAIsun is the sunlit LAI, q = solar zenith angle, and W is
canopy clumping index (Table 2).

LAIshade ¼ LAI � LAIsun ðA8Þ

LAIshade is the shaded LAI.
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[79] Leaf-level photosysnthesis, Ai,j for each radiation (i)
and hydrologic regime (j) within a canopy is calculated on
the basis of the function, f, which is equation (A2) using
unique stomatal conductance values based on the function,
f1 (Jarvis algorithm) as shown in equation (A6).

Appendix B: Dynamics of Various Ecosystem
Carbon Pools

CNx C:N ratio of a C pool, x; e.g., CNcr is the C:N ratio
of coarse root biomass pool.

Cx C content in pool x in gC m�2; e.g., Ccr is the C
content in the coarse root biomass pool.

i Day of the simulation.
f Fraction of NPP allocated to a given biomass pool.

kx,y Rate of decomposition of C pool x to C pool y.
Nup N uptake by plants gN m�2 d�1.

Subscripts denoting various C pools.
cr Coarse root biomass.
fr Fine root biomass.
l Foliage biomass.
w Wood biomass.
cd Coarse woody litter.
ssd Surface structural litter.
fsd Soil structural litter.
smd Surface metabolic.
fmd Soil metabolic.
sm Surface microbial.
m Soil microbial.
p Passive.
s Slow.
a Released to the atmosphere.

[80] Using the C pools (biomass and soil) that are
initialized using the InTEC model (Govind et al., manu-
script in revision, 2009), the daily dynamics of various eco-
system C pools are modeled using BEPS-TerrainLab V2.0
using an update mechanism as described in section 2.1.2.
The daily change in each C pool is a function of unique
decomposition rates (as a function of seasonal variations in
abiotic factors) and the corresponding C pool sizes in the
previous time step.
[81] Daily change in woody biomass C pool:

DCwi
¼ fw:NPPi � kw;cd:Cwi�1

ðB1Þ

[82] Daily change in coarse root biomass C pool:

DCcri ¼ fcr:NPPi � kcr;cdCcri�1
ðB2Þ

[83] Daily change in foliar biomass C pool:

DCli ¼ fl :NPPi � kl;ssd:Cli�1
ðB3Þ

[84] Daily change in fine root biomass C pool:

DCfri ¼ ffr:NPPi � kfr;fsd :Cfri�1
ðB4Þ

[85] Daily change in coarse woody litter C pool:

DCcdi

¼
kw;cd:Cwi�1

þ kcr;cd :Ccri�1

� �
� Ccdi�1

: kcd;a þ kcd;m þ kcd;s
� �� 


1þ kcd;a þ kcd;m þ kcd;s
� �� �

" #

ðB5Þ

[86] Daily change in surface structural litter C pool:

DCssdi ¼
1� Fmi
ð Þ:kl;ssd:Cli�1

� Cssdi�1
: kssd;a þ kssd;sm þ kssd;s
� �� �

1þ kssd;a þ kssd;sm þ kssd;s
� �� �

" #

ðB6Þ

[87] Daily change in surface metabolic litter C pool:

DCsmdi ¼
Fmi:kl;ssd :Cli�1

� Csmdi�1
: ksmd;a þ ksmd;sm
� �� �

1þ ksmd;a þ ksmd;sm
� �

" #
ðB7Þ

[88] Daily change in soil structural litter C pool:

DCfsdi ¼
1� Fmi
ð Þ:kfr;fsd:Cfri�1

� Cfsdi�1
: kfsd;a þ kfsd;m þ kfsd;s
� �� �

1þ kfsd;a þ kfsd;m þ kfsd;s
� �

" #
:

ðB8Þ

[89] Daily change in soil metabolic litter C pool:

DCfmdi ¼
Fmi

:kfr;fsd:Cfri�1
� Cfmdi�1

: kfmd;a þ kfmd;m
� �� �

1þ kfmd;a þ kfmd;m
� �

" #
: ðB9Þ

[90] Daily change in surface microbial C pool:

DCsmi
¼ Cssdi :kssd;sm þ Csmdi :ksmd;sm

� �
� Csmi�1

: ksm;a þ ksm;s
� �� �

:

ðB10Þ

[91] Daily change in soil microbial C pool:

DCmi
¼ ½ðkfsd;m:Cfsdi þ kfmd;m:Cfmdi þ Ccdi :kcd;mÞ þ ðCsi�1

:ks;m

þ Cpi�1
:kp;mÞ	 � Cmi�1

: km;a þ km;s þ km;p
� �� 


ðB11Þ

[92] Daily change in slow soil C pool:

DCsi ¼
�
ðCmi

:km;s þ Ccdi :kcd;s þ Cfsdi:kfsd;sÞ þ ðCsmi
:ksm;s

þ Cssdi :kssd;sÞ


� Csi�1

: ks;a þ ks;p þ ks;m
� �� 


ðB12Þ
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[93] Daily change in passive soil C pool:

DCpi ¼ km;p:Cmi
þ ks;p:Csi

� �
� kp;m:Cpi�1

þ kp;a:Cpi�1

� �
ðB13Þ

Appendix C: Soil Nitrogen Dynamics

[94] N mineralization or immobilization is simulated on
the basis of the dynamics of various soil C pools and the
corresponding C:N ratios. The dynamics of C:N ratios are
calculated as follows [after Ju et al., 2007]:
[95] C:N ratio of foliar biomass C pool:

CNli ¼
1� klð Þ:Cli�1

þ fl:NPPi�1½ 	

1�klð Þ:Cli�1

CNli�1

� 	
þ fl

CNli�1

� 	
� Nupi

fl
CNli�1

h i
þ

ffr

CNfri�1

h i
þ fwþfcr

CNwi�1

h i
0
@

1
A

2
4

3
5

ðC1Þ

[96] C:N ratio of fine root biomass C pool:

CNfri

¼
1� kfr
� �

:Cfri�1
þ ffr:NPPi�1

� 

1�kfrð Þ:Cfri�1

CNfri�1

� �
þ ffr

CNfri�1

� 	
� Nupi

fl
CNli�1

h i
þ

ffr

CNfri�1

h i
þ fwþfcr

CNwi�1

h i
0
@

1
A

2
4

3
5
ðC2Þ

[97] C:N ratio of wood and coarse root biomass C pools:

CNw=cri

¼ Cwi�1
þ Ccri�1

þ fw þ fcrð Þ:NPPi�1½ 	

Cwi�1
þCcri�1

CNwi�1

� 	
þ fwþfcr

CNwi�1

� 	
� Nupi

fl
CNli�1

h i
þ

ffr

CNfri�1

h i
þ fwþfcr

CNwi�1

h i
0
@

1
A

2
4

3
5
ðC3Þ

[98] C:N ratio of coarse woody litter soil C pool:

CNcdi ¼
Ccdi

Ccdi�1

CNcdi�1

� 	
þ kw;cd :Cwi

þkcr;cd :Ccri

CNwi

� 	
� Ccdi�1

kcd;mþkcd;sþkcd;að Þ
CNcdi�1

� �� �
ðC4Þ

[99] C:N ratio of surface structural soil C pool:

CNssdi ¼
Cssdi

Cssdi�1

CNssdi�1

� 	
þ kl :Cli

1�Fmið Þ
CNli

� �
� Cssdi�1

kssd;smþkssd;sþkssd;að Þ
CNssdi�1

� �� �
ðC5Þ

[100] C:N ratio of surface metabolic soil C pool:

CNsmdi ¼
Csmdi

Csmdi�1

CNsmdi�1

� 	
þ kl :Cli

:Fmi

CNli

� 	
� Csmdi�1

ksmd;smþksmd;að Þ
CNsmdi�1

� �� � ðC6Þ

[101] C:N ratio of soil structural litter soil C pool:

CNfsdi ¼
Cfsdi

Cfsdi�1

CNfsdi�1

� 	
þ kfr :Cfri

: 1�Fmið Þ
CNfri

� �
� Cfsdi�1

kfsd;mþkfsd;sþkfsd;að Þ
CNfsdi�1

� �� �
ðC7Þ

[102] C:N ratio of soil metabolic C pool:

CNfmdi ¼
Cfmdi

Cfmdi�1

CNfmdi�1

� 	
þ kfr :Cfri

:Fmi

CNfri

� 	
� Cfmdi�1

kfmd;mþkfmd;að Þ
CNfmdi�1

� �� � ðC8Þ

[103] C:N ratio of slow soil C pool:

CNsi ¼
Csi

Csi�1

CNsi�1

� 	
þ kssd;s:Cssdi�1

CNssdi

� 	
þ kfsd;s:Cfsdi�1

CNfsdi

� 	
þ

kcd;s :Ccdi�1

CNcdi

� 	
þ km;s:Cmi�1

CNmi

� 	
þ ksm;s:Csmi�1

CNsmi

� 	
þ

Csi�1
: ks;mþks;pþks;að Þ

CNsi�1

� �
2
66664

3
77775

ðC9Þ

[104] C:N ratio of passive soil C pool:

CNpi ¼
Cpi

Cpi�1

CNpi�1

� 	
þ ks;p:Csi�1

CNsi�1

� 	
þ km;p:Cmi�1

12:0

� 	
� Cpi�1: kp;mþkp;að Þ

CNpi�1

� �� �
ðC10Þ

[105] Fmi
is the partitioning fraction of leaf and fine root

pools to metabolic C pool. We assume a constant C:N ratio
for the microbial C pools as 1:12 because they are living
beings. The dynamic nature of C:N ratios vis-à-vis the C
pool sizes facilitate the calculation of N mineralization or N
immobilization and therefore, the net N mineralization (sum
of mineralization and immobilization) as shown in equation
(C11). The positive terms are N mineralization, and nega-
tive terms are N immobilization processes.

Nmini ¼
kcd;a þ kcd;m þ kcd;s
� �

:Ccdi

CNcdi

� �

þ
kssd;sm þ kssd;s þ kssd;a
� �

:Cssdi

CNssdi

� �

þ
ksmd;sm þ ksmd;a
� �

:Csmdi

CNsmdi

� �

þ
kfsd;m þ kfsd;s þ kfsd;a
� �

:Cfsdi

CNfsdi

� �

þ
kfmd;m þ kfmd;a
� �

:Cfmdi

CNfmdi

� �
þ

ksm;s þ Ksm;a

� �
:Csmi

CNsmi

� �

þ
km;s þ km;p þ km;a
� �

:Cmi

CNmi

� �
þ

ks;m þ ks;p þ ks;a
� �

:Csi

CNsi

� �

þ
kp;m þ kp;s þ kp;a
� �

:Cpi

CNpi

� �
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�
kssd;sm:Cssdi

� �
þ ksmd;sm:Csmd;smi

� �
CNsmi

� �

�
ks;p:Csi

� �
þ km;p:Cmi

� �
CNpi

� �

�
kfsd;m:Cfsdi

� �
þ kfmd;m:Cfmdi

� �
þ kcd;m:Ccdi

� �
þ ks;m:Csi

� �
þ kp;m:Cpi

� �
CNmi

� �

�
kfsd;s:Cfsdi

� �
þ kfmd;s:Cfmdi

� �
þ kcd;s:Ccdi

� �
þ km;s:Cmi

� �
þ kp;s:Cpi

� �
CNsi

� �
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